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1. Evaluating the Frequency of Complete 2D
Pose Detection

In our paper, we discussed the two approaches employed
in 3D human pose estimation (HPE): direct mapping from
an RGB image and a two-stage process involving the acqui-
sition of a 2D pose followed by its conversion to a 3D pose.
Previous studies have indicated that the rationale behind
adopting the two-stage approach is the exploitation of exist-
ing 2D pose estimation systems [2, 3, 5–7]. However, there
is currently a lack of empirical evidence supporting the ef-
fectiveness of 2D detectors in detecting the full 2D pose for
accurate 2D-3D pose conversion. Instead, it is more com-
mon for 2D detection papers to report the precision, recall,
and object keypoint similarity (OKS) for all poses detected
regardless of if all keypoints were detected for that partic-
ular pose. Furthermore, the human body exhibits a signifi-
cant degree of malleability during motion, enabling a wide
range of actions such as crouching, sitting, and crossing
arms, all of which contribute to self-occlusion when viewed
from a single camera’s perspective. Consequently, when
employing current 2D-3D lifting models with off-the-shelf
2D human pose detectors we are unable to provide an an-
swer regarding the frequency at which we can successfully
lift a complete 3D pose. To highlight the severity of self-
occlusion, we conducted experiments using OpenPose (a
popular 2D detection model) [1] on the Human3.6M dataset
(H36M) [4]. It is important to note that H36M dataset cap-
tures videos in controlled conditions where subjects per-
form actions individually, in well-lit rooms, wearing fitted
clothing, with self-occlusion being the primary factor af-
fecting keypoint detection, along with a small stool for sit-
ting and eating action. The full results of this experiment
can be seen in Table 1. Our results showed that on aver-
age a complete 2D pose is recovered in 45.1% of all frames
from both front and rear cameras, meaning in a best-case
controlled scenario prior 2D-3D lifting approaches would

function less than half of the time. In contrast, if we ob-
serve how often a partial 2D pose is detected this increase
to 88.6%. Therefore utilising our approach would increase
the number of frames where a full 3D pose could be re-
trieved by 96.5%. This is especially noticeable in difficult
actions such as sitting down (SitD. in the table), where a 3D
pose estimate could be retrieved in only 4.6% of frames us-
ing prior methods with an off-the-shelf 2D detector, which
increases to 45.2% when using our approach. Moreover in
scenarios such as greetings, our approach would be able to
retrieve the full pose in 100% of frames from all viewpoints
whereas a full pose lifting approach would only function
in 51.3% of the frames. We hope that these findings help
highlight the need and applicability of more robust 2D-3D
lifting approaches which are able to handle occlusion.
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Full Pose Partial
Action Front Rear Avg. Front Rear Avg.

Cams. Cams. Cams. Cams.
Direct. 62.0% 27.1% 44.6% 99.8% 99.8% 99.8%
Discuss 69.1% 53.1% 61.1% 99.9% 99.9% 99.9%
Eat 69.1% 26.9% 48.0% 98.8% 84.2% 91.5%
Greet 64.0% 38.6% 51.3% 100% 100% 100%
Phone 57.9% 26.4% 42.2% 96.4% 73.7% 85.0%
Photo 67.2% 27.1% 47.1% 98.4% 98.7% 98.6%
Posing 75.9% 60.9% 68.4% 99.1% 99.4% 99.3%
Purchase 68.4% 24.5% 46.4% 90.0% 94.0% 92.0%
Sit 47.3% 1.2% 24.2% 91.4% 51.6% 71.5%
SitD. 5.6% 3.7% 4.6% 54.2% 36.2% 45.2%
Smoke 47.2% 43.6% 45.3% 85.9% 81.5% 83.6%
Wait 65.2% 55.3% 45.3% 99.6% 99.2% 99.4%
Walk 53.3% 57.6% 55.5% 98.9% 99.5% 99.2%
WalkD. 48.5% 45.0% 46.7% 93.4% 96.1% 94.7%
WalkT. 58.4% 60.0% 59.2% 98.9% 99.0% 99.0%
Avg. 54.8% 35.5% 45.1% 92.4% 84.8% 88.6%

Table 1. Showing the percentage of frames where either the full pose (denoted as ”Full Pose”) or partial body segments (denoted as
”Partial”), were detected for each action in the Human3.6M dataset. The results were obtained by employing the MPI model of OpenPose
on randomly chosen videos from the Human3.6M (H36M) dataset (two videos per action), using both front and rear cameras. The MPI
model was chosen as it is consistent with the 2D keypoints provided in the H36M dataset, and thus representative of the model used in
end-to-end 2D-3D lifting.
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