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1 Dataset Details

Fetal Ultrasound The US volumes used in this study were from the
INTERGROWTH-21%* Fetal Growth Longitudinal Study [3]. That study aimed
to describe fetal growth and neurodevelopment in a geographically diverse,
healthy population of women, enrolled before 14 weeks’ gestation. The vol-
umes were acquired with a Philips US device (Philips HD-9, Philips Ultrasound,
USA) using a curvilinear abdominal transducer. All gestational ages were deter-
mined based on the last menstrual period and confirmed with US crown-rump
measurements that needed to agree within 7 days.

Adult MRI The adult MR images used in this study were from the IXI
dataset, which contains MR images from healthy subjects. The images were
acquired across three imaging sites in London, UK, on different imaging systems.
We preprocessed all image volumes using the FSL Anat pipeline, the key stages
of which are skull stripping, bias field correction, and linear registration to the
Imm MNI template.

2 Baseline Implementations

For all baseline implementations, the learning rate was tuned individually from
the following options: le-3, 5e-4, le-4, 5e-5, le-5.

SFCN The SFCN architecture [4] is a classification-based method that is
trained for regression with a KL-divergence loss between a Gaussian distribu-
tion around the true age, and the predicted class probabilities. The number of
days/years per bin was selected using cross-validation based on the validation
performance, and selected from (1, 2, and 7 days per week) for US, and from
(1, and 2 years per bin) for MRI. For both datasets, the smallest number of
days/years per bin resulted in optimal performance and was therefore reported
in the main results section. This corresponded to the original SFCN implemen-
tation where 1 year per bin was used. The standard deviation of the Gaussian
distribution was set to 1 day/year, following [4].



SFCN-reg This model uses the same backbone architecture as proposed in [4]
but with the last classification layer replaced by a layer with a single regression
output. This model was then trained with a mean squared error loss.

CORAL The model referred to as CORAL in the main text consists of a
classification ResNet-18 with a CORAL ordinal regression loss, which has been
applied for fetal brain age prediction [2]. In the original work, a bin size of 1
week was used, but we selected the optimal bin size from the same options as
for the SFCN architecture. Also for this architecture, the optimal bin size was 1
day/year per bin, and this value has therefore been reported in the main paper.

INSightR-Net We introduced this model in earlier work [I] and implemented
it according to the publicly available code at E For an equal comparison, the
same number of prototypes was used as in the proposed FzPeRT, 100, with 512
channels in the add-on layers. The weights of the loss components were kept
equal to the original implementation (apsp = 1, acist = 1, apsp = 10), and
the A; in the Los: to 2 days/years (due to the larger label range for the age
prediction, the original paper used 0.5).

Thttps://github.com/lindehesse/INSightR-Net


https://github.com/lindehesse/INSightR-Net

3 Additional Results INSightR-Net Baseline
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Figure 1: Prototypes recovered from baseline INSightR-Net [I] The shown pro-
totypes were randomly picked from a single trained model. It can be seen that
the prototype patches (indicated by the blue boxes) do not recover specific age-
discriminative regions but rather background and skull regions.
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