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Figure 7. Comparison of our proposed ZOO optimizer to the

methods proposed in previous works. (The x-axis represents the
change in queries, while the y-axis represents the change in loss.)
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Figure 8. Comparison of how pretraining/meta sources af-
fect adaptation for physical objects. (The x-axis represents the
change in iterations, the y-axis represents the change in loss.)



