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Supplementary Material

This supplementary material contains three parts. (1)
The ablation study on how we find the optimal values for
the parameters µ and σ in FSL in Sec. S.1. (2) An extended
state-of-the-art comparison on VOC in Sec. S.2. (3) A dis-
cussion on reproducibility in weakly-supervised semantic
segmentation in Sec. S.3.

S.1. Ablation study for µ and σ in FSL

The spatial extent of the feature similarity loss (FSL) is
controlled by σ, while the dissimilarity threshold between
pixel values is controlled by µ. Since learning them to-
gether with the network parameters could lead to trivial so-
lutions, we set them as fixed parameters and find optimal
values based on the segmentation performance. In the spirit
of the weakly supervised setting, we only use a handful of
images, to reduce the required ground-truth masks, and ran-
domly sample one image per class from the VOC training
set. Subsequently, we optimize FSL with respect to initial
CAMs, and compute the resulting region similarity, J , and
contour quality, F . Note that no network was involved at
this stage.

Due to both simplicity, and to mimic realistic CAMs, we
hand-craft initial CAMs for each image, based on the Gaus-
sian function. See Fig. 2 in the main paper to get an idea of
what the initial CAMs look like. For the unimodal Gaussian
CAMs to make sense, we only sampled images that contain
a single object. The Gaussian CAMs were defined by the
mean and standard deviation of the ground-truth segmenta-
tion masks. The mean was computed as the average position
of all foreground pixels, and the two non-zero components
of the linearly independent diagonal covariance matrix were
computed as the variance in the two spatial coordinates. Fi-
nally, the non-normalized scores, or logits, were computed
as

s(i, j) = 2G(i, j)− 1, (24)

where G(i, j) is the Gaussian function at spatial location
(i, j). This was done to attain negative values outside the
object boundaries. Note that, since we only used images
with a single object, s contains a single channel, and essen-
tially predicts foreground versus background. The predicted
foreground segmentation mask was attained by threshold-
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Figure 7. Region similarity (J ), contour quality (F), and aver-
aged (J&F), as functions of (a) µ, and (b) σ, when optimizing
Gaussian CAMs on one image per class.

ing the score at zero, where positive values were predicted
as foreground.

The segmentation performance after optimizing FSL for
different values of µ and σ are shown in Fig. 7. The highest
combined score J&F is achieved for µ = 2.5 and σ = 5,
so we fix the parameters to these values.

A Gaussian spatial weight with σ = 5 means that ∼39%
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of the loss contribution comes from pixel pairs that are
within 5 pixels apart, while pairs that are within 10 pixels
contribute to ∼86% of the loss. Note that the CAM resolu-
tion is 56×56 when using the ResNet-38 backbone with an
input size of 448×448, which is the case for our SEAM [33]
baseline. Thus, the FSL optimization procedure described
above was done in a tenth of the original image resolution,
to roughly match the CAM resolution.

A dissimilarity threshold of µ = 2.5 means that pixels
are considered similar if their normalized L1 distance δ be-
tween the RGB color values in (13) of the main paper is
less than 0.076, since this corresponds to a negative pixel
dissimilarity score, i.e. f(δ) < 0 in (12).

S.2. Extended VOC comparison

For further insights, Tab. 6 shows our reproduced final
segmentation results when applying ISL and FSL separately
to the implemented baselines. A general trend is that ISL
mainly improves the contour quality, F , increasing it by
+1.0 points on average, while improving the region simi-
larity, J , by +0.3 points. The feature similarity loss signif-
icantly improves both metrics, where J and F are increased
by +1.1 and +1.8 points respectively.

For completeness and transparency, we show in Tab. 7
both the reported and reproduced final segmentation results
for the implemented methods. We also include reported re-
sults for other methods that we did not reimplement. How-
ever, methods that use additional supervision, either directly
using other datasets, or indirectly using saliency maps, are
excluded. The reported results are taken directly from the
respective publications, while our reproduced results on the
validation set are computed as the average over five runs,
and may thus deviate. For the test set, we submit the seg-
mentation predictions from the best out of the five runs,
based on validation set performance, to the PASCAL VOC
evaluation server.

Comparing our reproduced results, our proposed losses
improve J on the validation set by +1.5, and on the test set
by +1.1 points on average.

Compared to the reported results, we improve J for
SEAM [33], and SIPE [7] using ResNet-101, by +1.9 and
+0.6 respectively on the test set. Since we did not manage
to reproduce the other methods fully, their test scores were
not improved compared to the reported results. See Sec. S.3
for potential reasons for this.

S.3. Discussion on the limits of reproducibility

As stated in the main paper, we use the implementa-
tions referenced to in the respective publications, as is, with
only minor modifications described in Sec. 5.1. Still, we
did not manage to reproduce the reported results exactly,
in all cases. We believe that weakly-supervised segmenta-
tion is especially tricky from a reproducibility perspective,

Table 6. Final segmentation performance on the VOC validation
set, comparing ISL and FSL separately on different state-of-the-art
baselines in terms of region similarity (J ), contour quality (F),
and combined (J&F).

Method Backb. ISL FSL J F J&F
SEAM Res38 63.9±0.5 39.9±0.2 51.9±0.3

[33] Res38 ✓ 64.3±0.8 42.2±0.6 53.3±0.7

Res38 ✓ 66.9±0.4 43.5±0.2 55.2±0.2

SIPE Res38 68.0±0.2 45.1±0.2 56.6±0.1

[7] Res38 ✓ 68.1±0.4 46.2±0.2 57.1±0.2

Res38 ✓ 68.4±0.3 46.3±0.2 57.4±0.2

SIPE Res101 68.5±0.2 41.9±0.5 55.2±0.3

[7] Res101 ✓ 69.2±0.2 43.3±0.3 56.3±0.3

Res101 ✓ 68.9±0.2 43.0±0.2 56.0±0.2

PMM Res38 64.7±0.5 44.5±0.5 54.6±0.4

[23] Res38 ✓ 65.0±1.0 44.6±0.5 54.8±0.5

Res38 ✓ 66.0±0.3 46.0±0.5 56.0±0.4

MCTformer DeiT-S 67.5±1.7 46.7±0.7 57.1±1.2

[36] DeiT-S ✓ 67.5±1.4 47.1±0.9 57.3±1.1

DeiT-S ✓ 68.5±1.2 47.0±0.5 57.8±0.9

Spatial-BCE Res38 68.1±0.1 45.4±0.1 56.7±0.1

[35] Res38 ✓ 68.2±0.2 46.2±0.1 57.2±0.1

Res38 ✓ 68.8±0.1 47.6±0.1 58.2±0.1

Spatial-BCE Res101 67.9±0.2 46.1±0.1 57.0±0.1

[35] Res101 ✓ 68.5±0.2 47.8±0.2 58.1±0.1

Res101 ✓ 69.0±0.2 48.9±0.2 59.0±0.2

as it involves multiple steps to arrive at the final model. In
chronological order, these are: (1) Downloading data and
pre-trained weights; (2) training a classification network,
(3) generating CAMs; (4) optionally generating labels for
a pseudo-label refinement method; (5) optionally training
or applying a pseudo-label refinement method, e.g. IRN [1]
or AffinityNet [2]; (6) generating pseudo-labels; (7) training
a final segmentation model; (8) optionally applying a post-
processing method, e.g. CRF [19], and finally; (9) evaluat-
ing the final segmentation predictions.

This convoluted pipeline becomes especially tricky to re-
produce, due to the fact that the steps are usually split across
multiple code repositories. This introduces additional pos-
sibilities for misaligned implementation details, especially
if they are not fully listed. Commonly, the authors of WSSS
papers provide code for steps 1-3, and the subsequent steps
are typically implemented in a different code repository, and
in some cases even maintained by different authors. See
Tab. 8 for the repositories that we used in the different steps
for each method, which includes a total of 9 unique code
repositories. A further argument that speaks for this being
the main reason, is that we did manage to reproduce the
CAM results, as can be seen in Tab. 1 in the main paper.
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Table 7. Final segmentation comparison in terms of region sim-
ilarity on VOC, including both reported values in the respective
publications and our reproduced results.

Reported Reproduced

Method Backb. val test val test

CCNN [45] VGG16 35.3 35.6 - -
EM-Adapt [29] VGG16 38.2 39.6 - -
SEC [18] VGG16 50.7 51.7 - -
AugFeed [46] VGG16 54.3 55.5 - -
AffinityNet [2] Res38 61.7 63.7 - -
ICD [40] Res101 64.1 64.3 - -
CIAN [41] Res101 64.3 65.3 - -
SSDD [49] Res38 64.9 65.5 - -
AFA [48] MiT-B1 66.0 66.3 - -
CONTA [53] Res38 66.1 66.7 - -
CDA [50] Res38 66.1 66.8 - -
MCIS [51] Res101 66.2 66.9 - -
PPC [39] Res38 67.7 67.4 - -
ECS-Net [52] Res38 66.6 67.6 - -
CGNet [42] Res38 68.4 68.2 - -
ReCAM [8] Res101 68.5 68.4 - -
CPN [54] Res38 67.8 68.5 - -
RIB [43] Res101 68.3 68.6 - -
ViT-PCM [47] ViT-B 70.3 70.9 - -
AEFT [37] Res38 70.9 71.7 - -
SANCE [44] Res101 70.9 72.2 - -

SEAM [33] Res38 64.5 65.7 63.9 65.4
+ISL/FSL (ours) Res38 - - 66.7 67.6

SIPE [7] Res38 68.2 69.5 68.0 68.9
+ISL/FSL (ours) Res38 - - 68.3 69.4

SIPE [7] Res101 68.8 69.7 68.5 69.4
+ISL/FSL (ours) Res101 - - 69.4 70.3

PMM [23] Res38 68.5 69.0 64.7 65.7
+ISL/FSL (ours) Res38 - - 66.7 67.0

MCTformer [36] DeiT-S 71.9 71.6 67.5 70.6
+ISL/FSL (ours) DeiT-S - - 68.3 70.0

Spatial-BCE [35] Res38 70.0 71.3 68.1 68.4
+ISL/FSL (ours) Res38 - - 69.3 69.4

Spatial-BCE [35] Res101 - - 67.9 68.4
+ISL/FSL (ours) Res101 - - 70.1 70.6

The region similarity of our reproduced CAM pseudo-labels
matched the reported results within the margin of error, in
most cases. In all cases, the CAM results were more closely
reproduced than the final segmentation results. This means
that the subsequent steps introduce differences in the im-
plementation, which is reasonable as this is typically not

the main focus of WSSS papers.
In the case of MCTformer [36], where all stages are con-

tained in a single repository, we still observe a discrepancy
between the reported and reproduced results. Moreover, the
degree of reproducibility varies between the validation and
test results. The gap is by far larger on the validation results,
which could possibly be caused by hyperparameter tuning
on the validation data, not reflected in the repository. Ad-
ditionally, this can to some extent be explained by the high
variance over five runs, where the best run reproduces the
reported CAM result in Tab. 1 of the main paper. If the sub-
sequent steps contain a similar variance, the reported final
segmentation result could be achieved as the best out of a
larger number of runs.

Furthermore, while most WSSS works carefully state the
training details for steps 1-3, it is next to impossible to list
the full configuration of the experiments. The following ad-
ditional items could potentially affect performance:

• Different software configurations, i.e. choice of pack-
age manager (pip versus conda), python version,
python package versions, or CUDA version etc.

• Different hardware configurations, i.e. number of
GPUs, GPU model, CPU model etc.

• Different computational environments, i.e. OS version,
the use of containers etc.
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