Appendix for “Improving Fairness in Deepfake Detection”

This Appendix provides proof of the proposed methods, additional experimental details and results. Specifically, Sections A,
B, and C provide proof and details of the proposed methods. Section D provides details of our experiment, including parameter
setting and source code. Section E provides further analysis of additional experimental results, including optimization by
different metric (in E.1), effect of choosing different hyperparameters (in E.2), performance on Cross-domain Dataset (in E.3),
convergence analysis of the proposed methods (in E.4), more comparison results (in E.5 and E.6), and details on datasets and
results of each subgroup (in E.7 and E.8).

A. Proofs

A.1. Proof of Proposition 1

Proof. For any m, denote Z = (X,Y’) and Dy, as a set that contains samples from m-th group, then P(Z) = 7,,P(Z|Dy,) +
(1 = mn)P(Z|Dyy), where D, contains samples are not in D,,,. Let Q(Z) = P(Z|D,,) and Q' (Z) = »—=*P(Z|D,) +
=T P(Z|D,y,). Then P(Z) = aQ(Z) + (1 — a)Q'(Z), which implies that

aBoz)[l(0; Z) — A| = Eaqz)[l(0; Z) — ] < Eagz)[[6(0; Z) — N 4] < Epz)[[€(0; Z) — A 4]
The last inequality holds because o < min,,—1,.. x 7 and a € (0,1), which means Q'(Z) > 0 and therefore P(Z) >
aQ(Z). From the above inequations, we obtain

0B [1(6; 7) — N] < Ep(z 16065 2) ~ 4]
= Eqn)[0(6: 7) ~ N < ~Bo)[1(6: 2) — 4]

1
= Eqz)[l(0; 2)] < A+ EEP(Z)[[£(9§ Z) — N+] = CVaR,(0)
In Section 3.1, we have already defined P,,,, which is just Q(Z). Therefore, we have Rpax(0) < CVaR,,(0).

A.2. Proof of Theorem 1
Proof. 1) We first prove that + Zle ) = minyer A+ 1 > [l — A+
=: Suppose ¢ := {{1,...0,}. We know Zle {};) is the solution of
mgXpTZ, st.p'1l=k0<p<1.
We apply Lagrangian to this equation and get
L=-p l-viptu' (p—1)+Ap'1—Fk)

where u > 0, v > 0 and A € R are Lagrangian multipliers. Taking its derivative with respect to p and set it to 0, we have
v = u — £ + A1. Substituting it back into the Lagrangian, we get

mi§1uT1 + kA stu>0,u+Al—/£>0.
This means
k q
Therefore,
1 1<
EZém :mAinA+EZ[& — N4 (A1)
i=1 i=1

<: Denote £ := \ + % Soi_ l6; — N4 Since L is a convex function with respect to \, we can set the 9,£ = 0 to get
the optimal value of \*. Thus, we have 9L = 1 — % > Ljg,>x+) = 0, then \* = £[;) can be an optimal value. Taking
A* = {[) into L, we obtain £ = % Zle ).

Based on the above analysis, we get £ 7 £ = minyer{A + £ S0 [ — N4 ).



2) Using the above result, we can directly replace £,(6) = - Zj 1 [j]( ) from (8) with £,(0) = miny,cr{Ag +
?1”9 iz, [0(0; Xi,Y;) — Agl4}. This is also shown in (9).

O

B. Pseudocode of the DAW-FDD

Algorithm 2: DAW-FDD

Input: A training dataset S with demographic variable G, A set of subgroups G, o, oy, max_iterations, num_batch, n
Output: A fair deepfake detection model with parameters 6*

1 Initialization: 0y, = 0

2 for e = 1 to max_iterations do

3 for b = 1 to num_batch do
4 Sample a mini-batch Sy, from S
5 Compute £(0;; X;,Y3), V(X;,Y:) € Sy
6 Foreach g € {1, ..., |G|}, set A} to be the value of Ay that minimizes L4(6, Ag) as given in (9b). This minimization is solved using
binary search.
7 Set Lg(0) <= Lg(0, A;) using (9b), Vg
s Using binary search to find A that minimizes (9a)
9 Set 0141 « 01 — 1O Loaw-FpD (07, A)
10 Il 1+1
11 end
12 end

—

3 return 0* < 0;

C. Explicit Forms of (sub) gradients
From equation (9), we have

1
. Lpaw-rpp (0, A) =X + aldl > IL4(0) = Ay,

st L£g(O)=pinLy(0: Ag) =Nyt — =3 [H(0: Xi, Yi) = Mgl
We can get

0p Lpaw-rop (0, \) Z Z 0pl(0; X3, Yi) - Lo x,,viysai | - Lic, (0)>2]
04|g| Qglg

D. Additional Experimental Details
D.1. o and o, Settings on Each Dataset

We tune « and oy on the following hyperparameter grid: 0.1, 0.3, 0.5, 0.7, 0.9. We provide a reference for setting o and g
to reproduce our experimental results in Table D.1.

Parameter Xception ResNet-50 | EfficientNet-B3 | DSP-FWA | RECCE
FF++ | Celeb-DF | DFD DFDC FF++ FF++ FF++ FF++
« in DAG-FDD 0.5 0.5 0.3 0.7 0.5 0.5 0.5 0.5
o, ag in DAW-FDD | 0.5, 0.9 0.5,0.7 0.7,09 | 0.5,0.7 0.5,0.9 0.5,0.9 0.7,0.9 0.5,0.9

Table D.1. Hyperparameter settings of DAG-FDD and DAW-FDD.

D.2. Trade-off Parameters for Cons. EFPR and Cons. EO

For C'ons. EFPR and Cons. EO baselines, we tune the trade-off hyperparameters on the following grid: 0.5, 0.6, 0.7, 0.8,
0.9. Finally, we use 0.6 for both methods since this hyperparameter can return the best performance.



E. Additional Experimental Results
E.1. Optimization by Metric Fxo

We employ Fio as an index to tune the hyperparameter and report the results in Tabel E.1. The results illustrate that
optimizing hyperparameters using Fgo can improve TPR and Fgo (compared with results in Table 4), which demonstrates that
our method can generalize to different metric.

Fairness Metrics (%) | Detection Metrics (%)
Methods Intersection Overall
Gavc  Grer  Frer Fro AUCT FPR] TPRT ACCT
Original 853 11.81 15.66 39.95 97.17 13.01 95.83 94.05

DAG-FDD (Ours) | 586  7.04 823  29.65 | 98.50 506 9348 93.78
DAW-FDD (Ours) | 6.67 296 3.96 30.52 | 98.81 278 9199 93.04

Table E.1. Test set results of Xception on the Celeb-DF dataset, optimized by Fro metric.

E.2. Effect of o and o,

Fig. E.1 shows the fairness metrics and performance metric AUC to different v and g4 values in DAG-FDD and DAW-FDD
methods, respectively, when using Xception as backbone in FF++ dataset. Experiment result in Fig. E.1 (a) demonstrates
that the model achieves the best fairness performance when setting « as 0.5 in DAG-FDD and also keeps fair AUC score. In
FAW-FDD, we set « as 0.5 selected from the range of {0.1,0.3,0.5,0.7,0.9} based on the best fairness performance first.
Secondly, we searched for the optimal value of «, in the range of {0.1,0.3,0.5,0.7,0.9} while keeping c fixed at its optimal
value. Fig. E.1 (b) shows that the proposed DAW-FDD performs best when o is set to 0.9 when « is fixed on 0.5.
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Figure E.1. Parameters of DAG-FDD and DAW-FDD on FF++ dataset with Xception.

E.3. Performance on Cross-domain Dataset

We further evaluate the performance of our methods using Xception on cross-domain dataset. The models are trained on
FF++ dataset and tested on DFDC dataset. The results are presented in Table E.2.

Fairness Metrics (%) | Detection Metrics (%)
Methods Intersection Overall
Gauc  Grpr  Frer Fro AUCT FPR| TPRT ACC?T
Original 3376 17.19 30.70 122.51 | 58.81 59.54 71.60 51.57
DAG-FDD (Ours) | 2542 24.16 4927 117.19 | 5632 3529 47.06 58.41
DAW-FDD (Ours) | 26.96 21.50 4534 119.32 | 59.95 4370 60.69 57.87

Table E.2. Cross-domain Performance. Models are trained on FF++ and tested on DFDC.
E.4. Convergence of the Proposed Loss Functions

We also show the training loss convergence of our methods when applying to Xception on FF++ dataset in Fig. E.2. The
results show that our methods can converge within reasonable epochs.
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Figure E.2. Training loss convergence.
Require Fairness Metrics (%) | Detection Metrics (%)
Methods Demo- Gender Race Intersection Overall
graphics GFPR FFPR FE() GFPR FFPR FE() GFPR FFpR FE() AUC T FPR \L TPR T ACC T
Original — 0.87 0.87 3.14 18.81 27.65 30.07 30.26 67.38 80.34 98.05 21.20 9821 94.74
DRO,: [30] y 1.46 1.46 4.17 13.87 20.05 23.15 23.63 42.14 57.29 98.32 15.65 9728 9497
DAG-FDD (Ours) 0.55 0.55 3.71 12.68 17.41 20.33 15.40 36.17 54.24 98.33 12.01 96.80  95.23
Naive [16] 9.48 948 13.05 | 18.26 20.86 22.27 28.74 73.59 89.87 93.64 27.57 9596  91.76
FRM [22] 2.15 2.15 5.48 8.50 10.00 13.75 14.88 30.59 49.86 98.06 15.21 97.05 94.86
Group DRO [59] v 0.74 0.74 3.71 12.08 16.26 20.01 15.17 32.95 51.08 98.22 11.75  96.59  95.10
Cons. EFPR [60] 6.13 6.13 11.15 | 10.71 15.00 19.46 13.67 38.48 63.80 97.17 1472 9629 9432
DAW-FDD (Ours) 0.25 0.25 4.75 6.99 7.96 11.95 13.54 23.44 52.95 98.35 8.15 9459  94.10

Table E.3. Comparison results with different fairness solutions using RECCE Deepfake detector on FF++ testing set across Gender, Race,
and Intersection groups. The best results are shown in Bold. 1 means higher is better and | means lower is better. Gray highlights

mean our methods outperform the baselines in the group (i.e., DAG-FDD vs. Original/DRO, 2, DAW-FDD vs. Original/Naive/FRM/Group
DRO/Cons. EFPR).

E.S. Comparison on SOTA Deepfake Detector

Since the RECCE model achieves SOTA detection performance on several datasets, we apply our methods and baselines
based on the RECCE detector and show the results in Table E.3. The results demonstrate the adaptability and efficiency of our
methods.

E.6. Results on DF-Platter Dataset

We apply our methods and baseline to the Xception network on a recent Deepfake dataset with demographic annotations,
namely DF-Platter, to further illustrate the effectiveness of our methods. We mainly consider Gender (Male and Female)
and Age (Young Adult, Adult, Old) attributes based on the official annotations. In addition to the single attribute fairness,
we also consider the combined attributes (Intersection) group, including Male-Young Adult (M-Y), Male-Adult (M-A),
Male-Old (M-O), Female-Young Adult (F-Y), Female-Adult (F-A), and Female-Old (F-O). We train and evaluate our methods
on a subset of the DF-Platter dataset consisting of real and FSGAN-generated data from Set A with C23 compression,
and use DIib [61] for face extraction and alignment. The cropped faces are resized to 380 x 380 for training and testing.
Training/validation/test datasets are divided following the official split, without identity overlapping. Experiment results shown
in Table E.4 demonstrate that our methods outperform baseline for most metrics.

E.7. Dataset Details

We show the total number of train/val/test samples of each dataset and the attributes included in our experiment in Table E.5.
Specifically, the number of training samples within each subgroup for four datasets is shown in Table E.6.



Fairness Metrics (%) |

Detection Metrics (%)

Methods Gender Age Intersection Overall
Grr PR FEo | Grer  Frr Fro | Grer  FRer Fgo | AUCT FPRJ TPRT ACC?T
Original 3.70 3.70 3.92 343 3.90 5.03 4.96 11.94 14.56 99.93 2.80 99.82 98.54
DAG-FDD (Ours) 3.05 3.05 3.18 3.40 3.29 4.06 4.72 10.35 12.03 99.97 2.42 99.91 98.77
DAW-FDD (Ours) | 1.95 1.95 2.13 1.97 2.17 2.96 3.27 6.81 8.81 99.97 1.75 99.82 99.05

Table E.4. Comparison results with different fairness solutions using the Xception detector on DF-Platter testing set across Gender, Age,
and Intersection groups. The best results are shown in Bold. 1 means higher is better and | means lower is better. Gray highlights mean
our methods outperform the Original baseline.

Dataset | # Samples Sensitive Attributes
FF++ 126,956 Gender (Male, Female), Race (White, Black, Asian, Others)
Celeb-DF 143,273 Gender (Male, Female), Race (White, Black, Others)
DFD 40,246 Gender (Male, Female), Race (White, Black, Others)
DFDC 117,065 Gender (Male, Female), Race (White, Black, Asian, Others)
Table E.5. Sample number and attributes in each dataset.
Datasets Gender Race Intersection
M F A B w [e) M-A M-B M-W M-O F-A FB F-W F-O
FF++ 33549 42590 | 10488 2579 56724 6348 | 2475 1468 31281 4163 8013 1111 31281 2185
Celeb-DF | 87344 6251 - 630 86583 6382 - 600 81194 5550 - 30 5389 832
DFD 16607 7227 - 8121 11911 3802 - 6482 7784 2341 - 1639 4127 1461
DFDC 37911 33567 | 4059 18909 40257 8253 | 2144 9603 21755 4409 1915 9306 18502 3844

Table E.6. Number of training samples of each group in the FF++, Celeb-DF, DFD and DFDC datasets. “-” means group does not exist in

the dataset.

E.8. Detailed Results

Detailed test results of each subgroup on four datasets based on four models are presented in this section. Table E.7 provides
comprehensive metrics of each subgroup on the four datasets, while Table E.8 displays details of the four models. These
findings align with the results reported in Tables 2, 4, 5 and Figures 1, 2 of the submitted manuscript.



. Gender Race Intersection

Datasets Methods Meric@o) r—F A B W 0 |MA MB MW MO FA FB FW FO
AUC | 9242 9330 | 89.33 0444 9293 9701 | 88.09 9521 0247 9543 00.33 9342 9353 99.40
FPR | 1986 23.95 | 3267 2429 2010 1958 | 2563 2174 1901 1879 3672 2627 21.08 2053
TPR | 9184 96.80 | 94.92 9566 94.09 9607 | 89.13 9569 9170 9343 97.96 9563 9635 99.86
ACC | 89.80 9301 | 89.55 92.17 9157 9349 | 86.12 93.02 89.83 9155 9138 9130 9320 96.20
AUC | 9659 97.65 | 9674 96.76 97.08 98.76 | 9320 99.44 9655 9834 9824 O4.19 97.60 9931
FPR | 867 1030 | 1365 857 921 542 | 1429 978 806 608 1329 7.63 1026 4.64
TPR | 9193 96.51 | 9462 9525 9428 93.63 | 88.16 9843 9206 9Ll 98.02 9188 9639 975
ACC | 9182 9526 | 93.01 9458 93.66 9379 | 87.66 97.18 92.04 9155 9586 9197 9519 9691
AUC [ 9691 9805 9639 0792 O7.54 9823 | 9463 9781 07.07 9724 0735 9823 O8.11 9922
FPR | 1129 1161 | 1258 1333 1118 1084 | 924 1522 1120 1271 1449 1186 1117 86l
TPR | 9348 O7.15 | 9440 9636 9547 9577 | 8891 9608 9392 93.13 9729 9667 9694 9957
ACC | 9265 9555 | 93.04 94.67 9429 04.68 | 8929 0435 9302 9223 9505 9498 9548 98.10

Original

FF++ | DAG-FDD (Ours)

DAW-FDD (Ours)

AUC | 8783 9804 | - 9147 9740 9991 | - 9147 - - - 79800 100
Original FPR 1647 1155| - 1155 1331 1000 | - 1155 - - - - 1181 0.00
TPR | 7962 9674 | - 7962 9674 100 7962 - . . - 9674 100
ACC | 8190 9544 | - 8288 9489 9167 | - 8288 - . . - 9542 100
AUC | 9161 9853 | - 9256 9828 9998 | - 9256 - - - 9851 100
FPR 384 182 | - 254 243 133 | - 254 - . . - 186 0.00
Celeb-DF | DAG-FDD (Ours) TPR 7343 88.18 | - 7343 88.16 100 - 7343 - - - - 8816 100
ACC | 8668 8975| - 8231 8990 98.89 | - 8231 - . . - 8971 100
AUC | 8872 9893 | - 9152 9838 100 T 9ls2 - - - T 9891 100
FPR 478 097 | - 38 190 033 | - 380 - - . - 099 0.00
DAW-FDD (Ours) TPR 7022 8533 | - 7022 8531 100 - 7022 - . . - 8531 100
ACC | 8479 8749 | - 7981 8767 9944 | - 7981 - . . - 8743 100
AUC | 9241 9334 | - 9527 9212 - T 9412 9085 - 79839 9310 -
Original FPR 2344 2639 | - 1948 2683 - - 1965 2678 - - 1818 2686 -
TPR | 9457 97.14 | - 9632 9595 - - 9433 9441 - . 100 9725 -
ACC | 8836 89.68| - 8837 8848 - - 8622 8886 - - 9548 8820 -
AUC | 92.68 9393 | - 9493 9289 - T 09364 9226 - T 9851 9358 -
FPR 2653 2944 | - 2351 2959 - - 2375 2898 - - 2159 2989 -
DFD | DAG-FDD (Ours) TPR | 9526 97.14| - 9711 9613 - - 9575 9496 - - 9962 9713 -
ACC | 8775 8872| - 873 8770 - - 8444 8869 - - 9435 8699 -
AUC | 9238 9377 | - 9455 9268 - T 9323 9193 - T 9847 9342 -
FPR 2701 2841 | - 2597 2834 - - 2654 2743 - - 2159 2879 -
DAW-FDD (Ours) TPR 9497 9671 | - 9684 9586 - - 9555 9464 - - 9925 9690 -
ACC | 8739 8875| - 8536 87.93 - - 8274 8886 - - 9407 8726 -
AUC | 91.19 9341 | 7927 94.60 9224 8933 | 6696 92.61 92.67 8682 99.77 9550 91.54 9458
Original FPR 804 640 | 930 528 772 867 | 2096 498 661 1302 080 557 909 099

TPR 74.69 7741 | 56.68 8136 7645 68.15 | 4444 71.80 77.80 67.57 9333 8514 7545 68.61
ACC 86.90 86.83 | 87.31 90.66 8572 84.00 | 73.36 90.34 8791 8222 9894 90.90 83.53 86.44
AUC 90.70 94.22 | 82.44 9579 92.00 89.73 | 69.71 9449 91.18 87.02 99.63 96.29 9222 95.60
FPR 722 591 681 387 7.60 847 | 1528 349 654 1254 0.64 424 891 1.28
TPR 71.97 76.04 | 5250 80.92 7474 6238 | 4222 7041 7485 6436 8333 8506 7467 60.77
ACC 86.69 86.54 | 89.14 91.51 85.09 8232 | 77.74 9125 86.92 81.80 98.63 91.70 8325 83.03
AUC 9330 96.24 | 88.66 98.23 93.64 93.69 | 77.89 96.73 93.24 91.43 100 9897 93.87 97.72
FPR 506 334 | 488 195 543 431 | 1135 3.04 499 627 016 0091 597 0.85
TPR 7411 7577 | 54.17 8259 7474 65.15 | 40.00 7456 7692 6535 96.67 8576 73.14 64.99
ACC 88.84 87.93 | 91.05 93.36 86.36 86.04 | 80.66 9245 88.65 86.77 99.70 94.03 84.06 85.03

DFDC | DAG-EDD (Ours)

DAW-FDD (Ours)

Table E.7. Detailed test set results of each group in Xception on the FF++, Celeb-DF, DFD and DFDC datasets. ’-’ means not applicable.



. Gender Race Intersection

Models Methods Metric (%) — F A B W O | MA MB MW MO FA FB FW FO
AUC | 9354 95.15 | 92.19 9638 9451 96.10 | 87.06 97.67 9422 9404 9475 96.16 9492 9823

Original FPR | 2457 27.15 | 3328 27.62 2497 2048 | 3529 20.65 23.16 24.86 32.13 33.05 2661 1523

TPR | 9424 9830 | 96.89 97.68 96.17 9649 | 93.65 96.67 94.17 94.04 9859 9875 98.06 100

ACC | 90.96 93.65 | 91.01 9325 9242 93.69 | 87.75 9402 91.15 91.12 9276 9248 93.60 97.27

AUC | 9350 9556 | 9240 9521 9469 96.58 | 89.36 97.17 93.78 9482 9392 94.82 9570 98.82

FPR 2133 2354 | 2776 2667 2132 21.69 | 2731 1739 2020 2541 28.02 3390 2234 17.22
ResNet-50 | DAG-FDD (Ours) TPR | 93.16 97.32 | 9648 9596 95.03 96.01 | 93.86 95.88 92.83 93.64 97.85 9604 97.10 99.42
ACC | 90.64 93.51 | 9176 92.00 92.12 93.09 | 89.55 93.85 90.56 90.69 92.94 90.13 9359 96.43

AUC | 9278 9478 | 9178 9579 93.84 9550 | 8859 96.75 93.17 9323 9320 9593 90480 97.81
DAW-FDD (Ours) FPR 2152 2531 (2929 2381 2255 2229 | 2983 1957 1976 27.07 2899 27.12 2507 16.56
TPR | 9029 9672 | 94.66 95.66 9320 95.00 | 90.74 9490 89.75 91.62 9672 9646 9646 99.86

ACC | 8823 92.69 | 90.00 9225 9040 92.15 | 86.55 92.69 88.09 8873 91.84 91.81 9257 9691

AUC | 9472 97.07 | 9456 9880 9596 96.85 | 90.78 98.64 9487 9637 9659 99.00 97.03 98.29

Original FPR 19.19 2117 | 2561 1905 19.65 1657 | 2479 1848 19.13 1271 2609 1949 20.11 21.19

TPR | 96.07 9825 | 97.33 99.19 97.19 96.07 | 93.00 99.02 9656 93.74 99.60 99.38 97.78 99.42
ACC | 9342 9470 | 92.86 96.00 9420 93.99 | 89.37 9635 93.83 9274 9473 95.65 9455 95.72

AUC | 9701 9746 | 9606 9945 9727 97.73 | 9467 99.74 97.08 9726 96.68 99.19 97.51 9881

) FPR 8.14 861 | 1043 095 846 843 | 966 000 837 829 1087 170 855 8.6l
EfficientNet-B3 | DAG-FDD (Ours) TPR 9032 9520 | 9377 9434 92.50 94.05 | 86.55 9471 9048 90.40 97.57 9396 9440 99.28
ACC | 9059 9451 | 9295 9517 9233 93.64 | 8732 9552 90.68 90.61 9597 94.82 93.87 97.86

AUC | 9596 96.68 | 95.80 98.09 9622 97.79 | 9509 97.45 95.83 9720 9592 98.69 96.68 98.88

DAW-FDD (Ours) FPR 824 820 | 951 905 816 572 | 882 1196 824 553 990 678 809 596

TPR 88.55 94.05 | 93.36 9515 90.68 92.98 | 86.44 9373 8834 89.50 97.00 96.67 92.90 97.97

ACC | 89.11 9364 | 92.80 9442 90.89 93.19 | 87.40 92.86 88.93 9027 95.69 9599 9272 97.27

AUC | 8975 9397 | 90.13 9560 O1.72 94.16 | 83.99 9638 90.10 90.63 9332 9651 93.62 98.77

Original FPR 2848 3437 | 40.64 3143 2958 34.94 | 3824 20.65 2650 37.02 4203 39.83 3237 32.45

TPR | 90.08 9599 | 9533 9677 9246 9411 | 91.82 9529 89.48 9030 97.17 9833 9528 99.57

ACC | 86.85 9045 | 8833 91.83 8855 8931 | 85.69 92.86 8670 86.08 89.73 90.80 9029 93.82
AUC | 90.19 9278 | 89.50 9543 91.79 91.83 | 8410 95.13 90.78 91.04 92.08 96.06 92.90 93.54

FPR 29.86 3450 | 42.64 37.14 30.11 31.63 | 42.86 41.30 27.25 29.83 4251 3390 3271 33.78
DSP-FWA | DAG-FDD (Ours) TPR | 91.02 96.15 | 9496 9859 93.14 93.99 | 8838 98.63 90.98 89.90 98.42 98.54 9518 99.86
ACC | 8739 9055 | 87.64 9233 89.01 89.76 | 82.01 92.53 87.80 86.85 90.65 92.14 90.15 93.82

AUC | 88.15 9354 | 90.54 9444 9063 92.05 | 8508 9523 87.81 O1.I3 9430 9386 9349 94.07

DAW-FDD (Ours) FPR 28.81 31.83 | 3420 3143 29.19 3494 | 2605 3804 27.88 3591 3889 2627 3037 33.78

TPR 87.64 9592 | 9273 96.06 91.22 95.18 | 8235 9588 87.10 9242 98.19 9625 95.12 99.13

ACC | 8477 90.85 | 8749 9125 87.60 9021 | 80.63 9070 8449 88.04 91.16 91.81 9052 93.22

AUC | 97.15 98.86 | 97.44 9865 98.12 9851 | 9475 9920 9731 97.76 9871 9840 9889 9971

Original FPR 2167 20.80 | 32.67 28.10 1926 13.86 | 39.50 41.30 19.07 11.05 2874 17.80 1943 17.22

TPR | 97.03 9929 | 98.04 100 98.17 97.80 | 9537 100 97.10 9647 99.43 100 99.18 99.71

ACC | 9377 9562 | 9206 9508 9508 95.88 | 8826 93.69 9429 9530 94.09 9649 9582 96.67

AUC | 9771 9890 | 97.13 99.65 9840 99.04 | 9402 99.69 97.97 98.09 98.56 99.62 98.85 99.88

FPR 1171 1226 | 1887 619 1145 7.83 | 1975 435 1108 1050 1836 7.63 11.80 4.64

RECCE DAG-FDD (Ours) TPR | 95.15 9831 | 9655 9879 9679 96.13 | 9247 9922 9535 94.04 9870 9833 98.16 99.13
ACC | 9395 9638 | 93.55 97.92 9533 9548 | 89.97 98.67 9423 9334 9546 97.16 9636 98.45

AUC | 97.73 9898 | 98.17 9885 9827 99.00 | 9552 9824 97.94 9831 9954 99.49 9870 99.89

DAW-FDD (Ours) FPR 829 804 | 7.67 1000 8.64 301 | 7.56 1630 856 276 773 509 872 331

TPR | 9224 9674 | 93.70 9737 94.60 9429 | 8579 9824 9281 90.81 97.85 9646 9629 99.28

ACC | 9215 95.86 | 93.43 96.08 9402 9473 | 87.15 96.01 92.57 91.80 9679 96.15 9538 98.81

Table E.8. Detailed test set results of each group in ResNet-50, EfficientNet-B3, DSP-FWA, and RECCE on the FF++ dataset.



