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A. Details of compared methods.
We provide the training procedure for compared meth-

ods. All methods build upon the DiffAug CR-GAN [7]
baseline except the experiments of Tab. 6. DiffAug CR-
GAN only use labeled samples for training. Other base-
line methods have label distribute function C for unlabeled
samples. S3GAN [2], OSSGAN [1], and CurriculumGAN
have a classifier trained simultaneously. RandomGAN has
C(x) = ey where y are sampled from Y uniformly. Here,
ey is the y-th standard basis vector of RK . SingleGAN has
C(x) = [1/K, 1/K, . . . , 1/K]T. Semi-supervised base-
lines assign temporal labels to unlabeled samples using C.
Namely, the labels the discriminator takes are defined as

y′ =

{
y x is labeled
C(x) otherwise,

(1)

where x is a sample, and y is a corresponding label. For
extended baselines with re-labeling strategy and Curricu-
lumGAN, the labels for the discriminator are defined as

y′ =

{
(y + C(x))/2 x is labeled
C(x) otherwise.

(2)

CurriculumGAN assigns the confidence c to real unlabeled
samples in the curriculum learning manner of open-set
semi-supervised learning [6] with Otsu-threshold [3]. To
achieve the best performance, CurriculumGAN corrects la-
bels of labeled data and applies the curriculum learning to
only unlabeled data. In other words, it assigns the high con-
fidence c = 1 to all labeled data.

B. Additional results
We run additional experiments on TinyImageNet [5] to

see the behavior of our method on different numbers of un-
labeled samples. We conduct experiments on five configu-
rations: 10%, 30%, 50%, 70%, 100% usage ratios. Other
parameters are the same: 150 closed-set classes, 30% label
noise, and 20% labeled samples. Our method achieves a

Figure A. Quantitative comparison over different numbers of un-
labeled samples. We report the results of the experiments on
the TinyImageNet dataset with 150 classes, 20% labeled data,
30% label noise ratio, and usage ratio for unlabeled data of
{10%, 30%, 50%, 70%, 100%}. Our method yields better perfor-
mance stably (blue line).

consistent performance gain on different numbers of unla-
beled samples, as shown in Fig. A.

Figure B provide qualitative comparison in the experi-
ments on ImageNet [4] with 200 closed-set classes and 4%
labeled data. We can observe the performance gains of our
method in terms of both image quality and diversity.
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