A. Results using Other Image Quality Metrics

While we use PSNR as the image quality metric in the main paper, results using other perceptual image quality metrics are shown here. We choose the multi-scale structural similarity index measure (MS-SSIM) [5], which is an advanced form of SSIM that is one of the most popular perceptual metrics, and the mean deviation similarity index (MDSI) [3], which was shown to perform the best in [2], and learned perceptual image patch similarity (LPIPS) [6], which uses the features from a pre-trained network for classification. The results are shown in Figures 1-6. Note that a larger value of MDSI or LPIPS indicates a lower quality level. Overall, the trends remain similar to those shown in Figures 3 and 4 of the main paper.

B. Comparison of Models Pre-trained on ImageNet-1k

In Figures 7 and 8, we show the results for models pre-trained on ImageNet-1k from [4]. The results show similar trends to those shown in Figures 3 and 4 of the main paper.

C. Combinations of Employed Perturbations

We additionally conduct experiments by employing multiple perturbations at the same time. In particular, we consider employing both $\delta_{\text{mag}}$ and $\delta_{\text{phase}}$ (“mag+phase” attack) and all of $\delta_{\text{mag}}$, $\delta_{\text{phase}}$, and $\delta_{\text{pixel}}$ (“mag+phase+pixel” attack). The results are in Figures 9. It is observed that the mag+phase attack tends to be similar to or weaker than the single component attacks for ResNets or Transformers, respectively; it seems that using more variables to be optimized makes optimization more challenging. And, perturbing all components (i.e., the magnitude+phase+pixel attack) does not improve the attack performance compared to the pixel attack for all models.

D. Average Distribution of Distortion

The distributions of the distortion by the phase attack over different frequency regions, averaged over all images, are shown in Figure 10. The trends are the same to those observed in Figure 5 of the main paper.

E. Change in Attention Map after Attack

We examine how much the attacks change the image regions attended by Transformers. The attention maps are obtained by the rollout method [1] for each pair of the original and attacked images, and the Pearson correlation coefficient is computed between them. Figure 11 plots the histogram of the attention coefficients for DeiT-S under the magnitude, phase, and pixel attacks, and Figure 12 shows example attention maps. The attacked images show PSNR of about 50 dB on average for each of the three attacks. The average correlation coefficients are 0.873, 0.886, and 0.918 for the magnitude, phase, and pixel attacks, respectively. The phase attack causes larger deviations in the attention patterns than the magnitude and pixel attacks, which seems to lead to higher vulnerability to the phase attack as shown in Section 4.2 of the main paper.
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Figure 1. Comparison of different attacks for each model using MS-SSIM.

Figure 2. Comparison of different models for each attack type using MS-SSIM.
Figure 3. Comparison of different attacks for each model using MDSI.

Figure 4. Comparison of different models for each attack type using MDSI.
Figure 5. Comparison of different attacks for each model using LPIPS.

Figure 6. Comparison of different models for each attack type using LPIPS.
Figure 7. Comparison of different attacks for each model pre-trained on ImageNet-1k.

Figure 8. Comparison of different models pre-trained on ImageNet-1k for each attack type.

Figure 9. Comparison of various combinations of employed perturbations.
Figure 10. Average distributions of distortion over different frequency regions.
Figure 11. Histogram of the correlation coefficient between the attention maps for the original and attacked images.

Figure 12. Example attention maps for the original and attacked images.