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In the supplementary document, we would articulate the
specific details of the proposed method, ENTED. In Sec-
tion 1, we illustrate the basic experimental setup for our
study. In Section 2 we explain the effect of how residual
connection affects the final restored image. In Section 3,
we discuss the impact of the reference image with differ-
ent similarity levels. in addition, we present visual compar-
isons with state-of-the-art methods and more visual results
on real-world data to illustrate the performance and general-
ization ability in Section 4. The limitation and future work
are discussed in Section 5.

1. Implementation Setup

We adopt the well-known face dataset, FFHQ [3] for
training and CelebA-HQ [5] for evaluation. We categorized
face images in CelebA-HQ into groups according to their
identity. We randomly choose five images from each group,
one as the input image and the other four as the HQ refer-
ence image. We get a total of 2398 groups of images. The
input images and the reference images are down-sampled
to 512×512 via bilinear interpolation. The FFHQ dataset is
used to train ENTED.

The comparison baseline methods are PSFRGAN [1],
DFDnet [4], GFP-GAN [7], GPEN [8] and VQFR [2], the
same as those used in the main paper. We use the pre-
trained models and implementations provided by their of-
ficial repositories.

2. Effects of Residual Connections

Without the establishment of residual connection, the fi-
delity of face features decreased dramatically, as seen in
Figure 1. In the neural texture extraction and distribution
framework, we found that residual connections have an es-

sential function in preserving fidelity. Observed that the de-
graded input image doesn’t lose all of the fidelity details,
some of the fidelity information is still remaining in the de-
graded input image. The residual connection permits com-
munication between the content encoder and decoder, facil-
itating the exchange of fidelity information between them.
However, the information flow from the content encoder, on
the other hand, contains noise. We add weight between the
preceding layer output and the residual connection to min-
imize the influence of noise on the decoding process while
keeping the fidelity information flow. The whole residual
connection is

F l
D = F l

o + λ · F l
c , (1)

where λ is the weight factor for residual mapping and we
choose λ = 0.2 through all our experiments.

3. Effects in Different Similarity Levels of Ref-
erence Images

We also conduct experiments on evaluating how the sim-
ilarity level affects the quality of the final restored image.
To evaluate how similar the target image and the reference
image are, we divide reference images into 4 levels of simi-
larity and assign them to the corresponding level by evaluat-
ing the LPIPS value between the reference image and target
image. Table 1 demonstrates the results of the experiments.
We found that the performance in LPIPS improves as the
similarity level increase. However, it can be observed that
the performance in FID and NIQE don’t increase with the
similarity level. This could be due to the fact that we cat-
egorize the similarity level based on the LPIPS value, and
images at the corresponding similarity levels encourage im-
proving the model performance in terms of LPIPS.
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Figure 1. Using the same reference image and experimental setting for each face restoration, the output without residual connection exhibits
degradation on the facial identity, but the result with residual connection has more high-quality facial details that are consistent with the
ground truth image.
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Figure 2. Our face restoration results with reference images. The top left-hand corner demonstrated the results on synthesized data and the
remaining three examples illustrate the results on real-world old photos.

4. Detailed Results

We illustrate a quantitative comparison with state-of-the-
art approaches on real-world datasets in the main paper, and
here we present a visual comparison with state-of-the-art
methods. Figure 3 depicts how ENTED produces images
with finer-grained details in various facial characteristics
such as skin texture, ears, teeth, hair pattern, etc. Moreover,
we present more visual restoration results on old photos.
Figure 2 shows visual results on both black and white im-
ages and browned images. Our results show that ENTED
can restore images with consistent color range, the least
domain gap, and the highest perceptual similarity to the
ground truth.

5. Limitation

Unlike conventional single-image super-resolution,
ENTED is a reference-based image restoration approach
that requires additional reference previously. This compli-
cates the training process because most public datasets are

not supposed to provide additional reference images. On
the other hand, it is not always easy to obtain a high-quality
image as a reference for real-world applications. Also,
the quality of the reference image influences the quality
of the restoration results. In the future, we will try to
overcome the limitation of the extra reference image by
testing the performance of different connection modes and
exploring more structures to transfer prior information
from the pretraining dataset, such as using a more powerful
generator presented in the work of stable diffusion [6].
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Figure 3. Visual comparison on real-world datasets.

Table 1. Quantitative results with different levels of the refer-
ence image. We compare reference images with the corresponding
ground truth image based on the LPIPS value between them. ”L1”
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LPIPS with the ground truth image.
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