
Supplementary Material
A. More Implementation Details
A.1. SimSaC

SimSaC architecture consists of two decoders: corre-
spondence map decoder (CMD) and mis-correspondence
map decoder (MMD). Each estimates the optical flow V̂
and the change mask M̂ , respectively. The decoders ex-
ist at each level of the feature pyramid network to imple-
ment the coarse-to-fine strategy. In the original paper, the
MMD of the first level does not take the estimated flow map
from the first-level CMD. This results in that the last-level
MMD cannot take advantage of the fine-grained estimate of
the optical flow from the last-level CMD. Considering that
SimSaC is designed to conduct image alignment based on
well-estimated optical flow to perform precise change de-
tection, the inability to utilize the fine-grained optical flow
for detecting change would leave the possibility of not using
the full potential of the architecture. Therefore, we slightly
modify the architecture to utilize the optical flow estimated
from the last level of CMD.

At each level l ≥ 1, CMDl estimates the flow field V̂ l as
follows:

V̂ 1 = CMD1(c1),

c1 = Corr(F 1
r , F

1
q ),

V̂ l = CMDl(cl, up(V̂ l−1),

cl = Corr(F̃ l
r, F

l
q),

F̃ l
r = ω(F l

r, V̂
l−1), for l ≥ 2.

(9)

At each level l ≥ 1, MMDl preditcs the change mask
M̂ l as follows:

M̂ l = MMDl(c̄l, F̃ l
r, F

l
q),

c̄l = cl ⊙ (up(M l−1)),

cl = Corr(F̃ l
r, F

l
q),

F̃ l
r = ω(F l

r, V̂
l).

(10)

Corr is a correlation layer that computes the dot product of
pairs of feature vectors from two feature maps (globally at
l = 1 and locally for l ≥ 2), and M̂0 is defined as the mask
whose all elements are filled with the value of 1.

A.2. Supervised loss

Given an image pair and the ground truth pixel corre-
spondence map V , a hierarchical end-point error ℓV is de-
fined as follows:

ℓV =

L∑
l=1

αl 1

N l

N l∑
i=1

∥V̂ l
i − V l

i ∥1, (11)

where ∥.∥1 is the L1 distance between an estimated flow
field V̂ l and the ground truth one V l, i is an index of pixel
location, and N l is total numbers of pixels at each level l
of the L-level feature pyramid. αl is the weight for each
end-point error of pyramid level l.

Given an image pair and the ground-truth pixel-wise
change map, a hierarchical focal loss ℓM is defined as fol-
lows:

eli = (1− M̂i
l
)γM l

i log(M̂i
l
)

+ (M̂i
l
)γ(1−M l

i )log(1− M̂i
l
),

ℓM = −
L∑

l=1

βl 1

N l

Nl∑
i=1

eli,

(12)

where eli is the focal loss for a pixel i, M l
i and M̂i

(l)
are the

ground-truth and estimated change probability of a pixel,
respectively, and γ is a constant for reducing the loss for
well-classified pixels (γ = 0.5). Like ℓV , we also use the
weight βl for each focal loss of pyramid level l.

A.3. Smoothness Regularization

We utilize the Canny edge detector, which is popular and
widely used in computer vision and image processing ap-
plications for detecting edges in images. It finds edges by
smoothing the image through a Gaussian filter to remove
noise and calculating the gradient of the image using So-
bel operator. The output of the detector is an edge mask
that has values of 0, 0.5, and 1 at edges in images. For fast
calculation, we do not use hysteresis thresholding that de-
termines which edges are strong or weak. Since we enforce
pixels at edges to have higher gradients, we filter the orig-
inal edge maps as they only have values of 1 at the outer
edges. We implement the Canny edge detector using Kor-
nia, which provides easy access to various computer vision
tools.

B. More Qualitative Results
We additionally present qualitative results of the base-

line, which are trained by the supervised loss computed by
the target labels, and the proposed method that does not
utilize any ground truth labels of the target domain. Fig-
ures 5, 6, 7, and 8 show the results for ChangeSim-normal,
ChangeSim-dusty-air, TSUNAMI, and GSV, respectively.



Figure 5. Qualitative results on the ChangeSim-normal dataset.



Figure 6. Qualitative results on the ChangeSim-dusty-air dataset.



Figure 7. Qualitative results on the TSUNAMI dataset.



Figure 8. Qualitative results on the GSV dataset.
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