In this supplementary material, we use green color, e.g., Fig. 3 and §3.2, to denote the figures or sections in the submitted paper. We use red color, e.g., Fig. 1 and Table 1 to denote the tables or figures in the supplementary material.

1. Architecture of Refinement Model

In Table 1, we present the architecture details of the refinement model. As mentioned in §3.2 of the paper, the design of refinement model is inspired by the guided upsampling model proposed in [2]. We present the comparison between the architecture of our refinement model and that of the guided upsampling model in Fig. 1. Specifically, they have the following major differences. First, our refinement model uses the Top-X attention, and the guided upsampling model uses the vanilla contextual attention. Second, the positions where the attention mechanism is applied are different. As shown in Fig. 1 (a), in our refinement model, we place the attention mechanism between the encoder and decoder. As shown in Fig. 1 (b), in the guided upsampling model, Zeng et al. [2] place the attention mechanism after the decoder. Third, the guided upsampling model uses the skip connections for encoder-decoder architecture, while there are no skip connections in the refinement model.

In order to demonstrate the meaningfulness of adjusting the position of attention mechanism and removing the skip connections when designing our refinement model, we compare our method with a baseline built upon the guided upsampling model. Specifically, in order to create such a baseline, we replace the vanilla contextual attention in the guided upsampling model with the Top-X attention. The quantitative comparison and the storage and computational cost comparison are presented in Table 2 and 3, respectively. It is notable that our method achieves obviously better quantitative performance at much lower computational and storage costs.

In Fig. 2, we also show the qualitative comparison between our refinement model and the guided upsampling model. We can observe that the guided upsampling model yields obvious artifacts. We argue that this is because the
Table 4. The quantitative experiments. ↑ (↓) means the higher (lower), the better. The best performances are highlighted in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>FID ↓</th>
<th>SSIM ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours w/ GAN loss</td>
<td>12.20</td>
<td>0.9585</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>11.79</strong></td>
<td><strong>0.9587</strong></td>
</tr>
</tbody>
</table>

position where the attention mechanism is applied is too close to the output layer, which causes insufficient capacity to smooth the restored textures. It can also be observed that though our refinement model does not use the skip connections as in the guided upsampling model, we can still achieve very sharp image quality. The reduction of skip connections help reduce the storage and computational cost significantly.

2. Training

Unlike some other works, we do not use the adversarial loss for training because we observe that the adversarial loss causes the over-saturation artifacts, especially for regions with balanced RGB distribution, e.g., gray-scale images. We show the quantitative comparison and the qualitative comparison in Table 4 and Fig. 3, respectively. Specifically, we directly employ the GAN loss in [1] for training.

3. Supplemental Qualitative Results

We present the output of each sub-model in our method in Fig. 4. In Fig. 5, we supplement Fig. 4 (b) of the paper with additional images which show the comparison between the contextual attention and our Top-X attention. In Fig. 6, we show the visual effects of the layout-guided diffusion model brought to our method. In Fig. 7 and Fig. 8, we supplement Fig. 5 of the paper with additional qualitative comparison among the compared methods. In Fig. 9, we show the high-resolution object removal results of our method. In Fig. 10, we show the results when applying our method to object contour adjustment. In Fig. 11, we show the results when applying our method to template based content creation.
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Figure 2. Qualitative comparison between our method and guided upsampling model in [2].
Figure 3. Qualitative comparison between our method trained without GAN loss and that trained with GAN loss.
Figure 4. Output of each sub-model in our method.
Figure 5. “Contextual attention” vs. “Top-X attention” in effects. Supplement to Fig. 4 (b) of the paper.
Figure 6. Without/with layout-guided diffusion method in effects.
Figure 7. Qualitative comparison in mixed scenes. The top table indicates the display order. Textures enclosed by the red contours in the first column are to be restored. Supplement to Fig. 5 of the paper. The citation indices correspond to the references in the paper.
<table>
<thead>
<tr>
<th>Input w/ ground-truth image textures in the hole</th>
<th>Ours</th>
<th>PatchMatch [1]</th>
<th>EdgeConnect [16]</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Image]</td>
<td>[Image]</td>
<td>[Image]</td>
<td>[Image]</td>
</tr>
</tbody>
</table>

Figure 8. Qualitative comparison in mixed scenes. The top table indicates the display order. Textures enclosed by the red contours in the first column are to be restored. Supplement to Fig. 5 of the paper. The citation indices correspond to the references in the paper.
Figure 9. High-resolution (512×512) object removal.
Figure 10. Object contour adjustment. The contour of objects in the image can be adjusted accordingly with the layout mask.
Figure 11. Template based content creation. The input image (a) is generated by pasting a new texture template on the original image. The pasted area and its relevant contextual area are denoted by the overlaid red and yellow masks in (b). Our method generates content for the red area (viz., hole regions) based on the pasted area (viz., non-hole regions) and the context relevance. The generation results are shown in (c).