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A. Naive feature distillation on VOC dataset
Let F s ∈ RC×H×W and F t ∈ RC×H×W denote the

feature maps of the student and teacher, respectively, where
C is the number of channels, H and W are the height and
width. We reformulate the loss function of the naive feature
distillation [2] in Eq. (3) of the main paper. For the sake of
description, we copy Eq. (3) from the main paper to Eq. (10)
as follows:
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where N = C ×H ×W , n and m denote the magnitudes
of F s and F t, x and y are unit vectors, θ denotes the angle
between F s and F t. The first term in Eq. (10) minimizes
the magnitude difference between F s and F t, and the sec-
ond term minimizes the angular difference between F s and
F t but is affected by the magnitude.

We present the results of the naive feature distillation un-
der varying loss weights on the Cityscapes dataset in Figs. 1
and 2 of the main paper. We also conducted the same exper-
iments on the VOC dataset, as shown in Figs. 7 and 8. The
same phenomenon as in the main paper can be observed:

(1) The naive feature distillation is sensitive to the loss
weight. As shown in Fig. 7, when the teacher is PSPNet-
R101 and the student is PSPNet-R18 or PSPNet-MV2, it
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Teacher Student mAP APS APM APL

RetinaNet
-X101
(41.0)

RetinaNet-R50 37.4 20.6 40.7 49.7
FKD [6] 39.6 22.7 43.3 52.5
CWD [3] 40.8 22.7 44.5 55.3
FGD [4] 40.7 22.9 45.0 54.7
MGD [5] 41.0 23.4 45.3 55.7
LAD (Ours) 41.0 23.3 45.2 55.1
CAD (Ours) 41.1 22.9 45.2 55.2

Cascade
Mask RCNN

-X101
(47.3)

Faster RCNN-R50 38.4 21.5 42.1 50.3
FKD [6] 41.5 23.5 45.0 55.3
CWD [3] 41.7 23.3 45.5 55.5
FGD [4] 42.0 23.8 46.4 55.5
MGD [5] 42.1 23.7 46.4 56.1
LAD (Ours) 41.8 23.6 45.7 55.6
CAD (Ours) 41.8 23.6 45.6 55.9

Table 8. Comparison with state-of-the-art methods for object de-
tection on COCO validation set. “X101” denotes ResNeXt101.

Teacher Student mAP APS APM APL

Cascade
Mask RCNN

-X101
(41.1)

Mask RCNN-R50 35.4 16.6 38.2 52.5
FGD [4] 37.8 17.1 40.7 56.0
MGD [5] 38.1 17.1 41.1 56.3
LAD (Ours) 37.6 16.9 40.4 56.1
CAD (Ours) 37.8 17.4 40.7 55.8

Table 9. Comparison with state-of-the-art methods for in-
stance segmentation on COCO validation set. “X101” denotes
ResNeXt101. Here the AP means Mask AP.

requires a large loss weight (e.g., 100 or 1000) to get good
results. Instead, a relatively small loss weight (e.g., 10) is
sufficient when the teacher is UPerNet-SwinB and the stu-
dent is UPerNet-SwinT.

(2) The magnitude difference term contributes little to
the naive feature distillation, while it is the angular differ-
ence term that plays a crucial role. As shown in Fig. 7,
Magnitude Distillation apparently fails to reach the perfor-
mance of the naive feature distillation, even far worse than
the baseline without distillation in some cases.



(a) T:PSPNet-R101, S:PSPNet-R18 (b) T:PSPNet-R101, S:PSPNet-MV2 (c) T:UPerNet-SwinB, S:UPerNet-SwinT

Figure 7. Distillation results under varying loss weights on VOC validation set. The gray dashed line indicates the performance of the
student model without distillation. T: Teacher. S: Student. Naive: Naive feature distillation. MD: Magnitude Distillation. w: Loss weight
of Lnaive (Eq. (1) in the main paper) or Lmd (Eq. (4) in the main paper).

(a) T:PSPNet-R101, S:PSPNet-R18 (b) T:PSPNet-R101, S:PSPNet-MV2 (c) T:UPerNet-SwinB, S:UPerNet-SwinT

Figure 8. The values of mn
N

, m, and n in Eq. (3) of the main paper during training for the naive feature distillation on VOC dataset. The
first row records the values of mn

N
. The second row records the magnitudes of the teacher features (m) and the student features (n). Note

that the parameters of the teacher model are fixed, so the value of m for a sample is constant during training. T: Teacher. S: Student. w:
Loss weight of Lnaive .

(3) Since the angular difference term is affected by the
magnitude of the features, it is hard to determine a suit-
able loss weight for various models. As shown in Fig. 8,
in the case where PSPNet-R101 is the teacher and PSPNet-
R18 (Fig. 8a) or PSPNet-MV2 (Fig. 8b) is the student, the
value of mn

N is quite small because m and n have relatively
small values. Therefore, a large loss weight is required to
ensure that the weight of the angular distillation term has
a reasonable value. As for the case where UPerNet-SwinB

is the teacher and UPerNet-SwinT is the student (Fig. 8c),
the value of mn

N is clearly larger than that in Figs. 8a and 8b
since both m and n have a relatively large value. As a result,
the naive feature distillation can get good results (Fig. 7c)
with a relatively small loss weight.

B. More results on other tasks
To verify the generality of our method, we conducted ex-

periments on object detection and instance segmentation on



COCO2017 dataset [1]. Some of the results on object de-
tection are shown in Tab. 7 of the main paper, and here we
give more results on object detection and instance segmen-
tation. Following [5], we calculate the distillation loss on
all the feature maps from the neck. We train all the models
for 24 epochs with SGD optimizer, where the momentum
is 0.9 and the weight decay is 0.0001. It should be noted
that some approaches (e.g., [5]) use carefully tuned hyper-
parameters for different models. Instead, we set the weight
of distillation loss (the only hyper-parameter of our method)
to 3 for all models.

As shown in Tabs. 8 and 9, our method achieves compet-
itive performance compared to state-of-the-art methods on
object detection and instance segmentation. This indicates
a promising generality of our method.

C. Training overhead of our method
It takes about 7 hours on 8 RTX3090 GPUs to train

PSPNet-R18 for 80k iterations with PSPNet-R101 as the
teacher and an input size of 512×1024 on Cityscapes. The
memory footprint of each GPU is 5.9 GB when the total
batch size is 16.
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