
Supplementary Material

A Results on ImageNet-1K classification
Setup We also train and evaluate SViT-S on ImageNet-
1K [1]. We follow the training settings in DeiT [9] and ini-
tialize our model from public pre-trained weights of DeiT-
S. We use an AdamW optimizer to train the our model for
30 epochs and set the learning rate as batchsize

512 × 1e-5. The
model is trained on a single machine with 4 V100 GPUs
with a batch size of 1024.

Results We compare the throughput of SViT-S and the
dense counterpart DeiT-S in Table 1. SViT achieves
47% higher throughput than the dense counter part while
only sacrificing -0.4% accuracy, effectively improving the
accuracy-speed trade off. We also compare SViT-S with
other token pruning models in Table 2. Although SViT
is not originally targeted at classification tasks, it outper-
forms all models that use gating modules (DynamicViT [8],
SPViT [4], AdaViT [6]), the models using special prun-
ing techniques such as adaptive computation time [3] (A-
ViT [11]) and reinforcement learning (IA-RED2 [7]), and
a model that uses class token’s attention (Evo-ViT [10]).
However, when it comes to classification, EViT and ATS
demonstrate superior performance over SViT. This is pri-
marily due to their utilization of the class token, a feature
specifically designed for the classification task.

Model Top-1 Accuracy GFLOPS images/s
DeiT-S [9] 79.8 4.6 1524
SViT-S 79.4 3.0 2246

Table 1. Model Performance of DeiT-S and SViT-S. Throughput
is measured on a single A100 GPU with batch size 512.

Model epochs GFLOPS Top-1 Acc(%)

DeiT-S [9] - 4.6 79.8
DynamicViT ‡ [8] 30 3.0 79.3 (-0.5)
EViT [5] 30 3.0 79.5 (-0.3)
Evo-ViT [10] 300 * 3.0 79.4 (-0.4)
Evo-ViT [10] 30 † 3.0 79.2 (-0.6)
A-ViT [11] 100 3.6 78.6 (-1.3)
ATS [2] 30 3.0 79.7 (-0.1)
AdaViT [6] 150 2.3 77.3 (-2.5)
IA-RED2 [7] 90 3.2 79.1 (-0.7)
SPViT ‡ [4] 60 2.7 79.3 (-0.5)
SViT (Ours) 30 3.0 79.4 (-0.4)

Table 2. Model performance on ImageNet-1K. * means training
from scratch. † indicates experiments trained by us. ‡ uses addi-
tional knowledge distillation. Note that EViT, Evo-ViT and ATS
depend on the class token, designed specifically for classification,
to help improve their performance. On the other hand, SViT tar-
gets more general tasks and does not rely on the attention map of
the class token for token pruning.

B Influence of Batch Size on Throughput

It is not straightforward to do batch inference with dif-
ferent number of tokens per image, as the tensor cannot be
easily arranged in a regular shape, therefore, we use pytorch
nested tensor1 to efficiently process the varying-length se-
quences of tokens. The tokens to be processed are first
gathered into a nested tensor, then passed to a ViT block
constructed with nested tensor operations, and finally un-
nested and scattered back to the feature map.

We test the throughput of SViT and DeiT on ImageNet-
1k for varying batch sizes as follows: for each batch size,
we randomly fetch 30 batches from the validation set, and
for each batch we run the inference for 50 times and take
the average throughput as the speed for this batch. Then we
calculate the mean and standard deviation over the speeds
of the batches. As seen in Figure 1, proportional throughput
gains can be obtained from increased batch sizes for SViT,
which verifies that nested tensor could be a promising way
of handling the varying-sized tensors in the dynamic sce-
nario. However, note that the nested tensor is not fully de-
veloped and is still in a prototype stage, and leads to some
overhead when the batch size is small.

In the case of object detection and instance segmenta-
tion, we abstain from using nested tensors due to the diffi-
culties associated with creating a large batch size for high-
resolution images. Consequently, we centered our efforts
on inference with a batch size of 1 for these dense tasks.
Future advancements in this technique, along with other
related breakthroughs, may facilitate additional speedups.
These improvements could be readily integrated into SViT,
as previously demonstrated in classification tasks.

Figure 1. Throughput vs. Batch Sizes of SViT-S and DeiT-S on
ImageNet-1K.

1https://pytorch.org/docs/1.13/nested.html

https://pytorch.org/docs/1.13/nested.html


C ViT has different layer-wise attention
Vision Transformers do not always attend to the same set

of tokens, even for the important ones. An illustrated in the
example in Figure 2, the dense DeiT-S [9] first attends to the
background tokens in the 1st layer, and then attends to joint
regions of the human face and the rabbit in the next three
layers. After that, the human face, rabbit eyes, and rab-
bit ears are attended in different layers, respectively. This
inspired us to reactivate previously pruned tokens, as each
layer can have its customized preference on tokens.

D Discussion on Prior-Art Token Pruning
Methods

Since the class token does not originally exist for ViT
models on dense tasks, we append a randomly initialize a
class token for attention-based token pruning models (EViT
[5], ATS [2], and Evo-ViT [10]), which can help them prune
tokens reasonably on dense tasks.

Among these models, Evo-ViT is unique because it pre-
serves pruned tokens in the feature map. However, it has a
tendency to converge to a consistent set of tokens and thus
does not reuse pruned tokens, as shown in Figure 3. We
conjecture this is because Evo-ViT uses a moving average
to update the attention scores of processed tokens, which in
turn is used to select tokens to be pruned. Since updating
the scores is only done for processed tokens, the pruned
tokens do not have a chance to change their scores, and
thus causing the model to consistently use the same selec-
tion scheme. As Figure 3 illustrates, Evo-ViT consistently
selects bottom-left tokens from its first layer onward, even
though they are irrelevant background tokens. In contrast,
our model can dynamically choose different tokens for each
layer, and reuse important ones.

E Qualitative Examples
We provide more visualizations of SViT-S on COCO in

Figure 4. To better understand the token selection of SViT,
we split the tokens into two sets: object tokens and back-
ground tokens, according to the prediction mask. Then we
compute the token usage for them separately. The first ob-
servation is that SViT uses a larger ratio of foreground to-
kens than background tokens. When the proportion of the
object in the image is small, the foreground token usage can
be as high as 90%. In cluttered images, such as the sheep
example in the 4th row, not all foreground tokens are es-
sential; less discriminative foreground tokens can still be
pruned without affecting performance.
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Figure 2. The first row: the attention from the 1st layer to the 6th layer; the second row: the attention maps from the 7th layer to the 12th

layer. Compared to the dense DeiT-S model, SViT-S keeps the most important features for each layer, especially the human face, the rabbit
eyes, and the rabbit ear. Since ViT’s attentions can be different across different layers, SViT does not keep the same tokens across different
layers. The attention maps are visualized as the mean of the attention from class token’s heads.

Figure 3. Top: token pruning for Evo-ViT-T. Bottom: token pruning for SViT-T. Evo-ViT has the same keep ratio per layer, and tends to
use the same set of tokens for all its pruning layers, so the selection largely depends on its first pruning layer, which may not be optimal.
SViT can prune tokens independently for each layer, which is learned by the gating MLPs, and can reuse tokens according as needed.



Figure 4. More visualizations of SViT-S on COCO validation set. The token usage heat map shows the number of used layers per token.
The tokens are further split into two sets: foreground tokens and background tokens, and token usages are computed for them separately.


