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1. The State-of-the-Art in Differential Privacy
Although great strides have been made in developing training methods for differential privacy, most of the prior studies

focused on small datasets with shallow neural networks and large-scale differential privacy methods remain under-explored
(see Table 1 in the main manuscript). In the few papers that investigate large-scale models and datasets [3, 4], transfer
learning [1, 2, 5] is used as the training paradigm. Due to the noise added to the gradient, it is difficult to learn useful
feature representations from scratch, especially for large vision models with a large number of parameters [6]. Here, we
aim to make differentially-privacy training more practicable at scale using transfer learning by taking the following into
consideration. Our primary objective is to devise models that can provide a good privacy-utility trade-off in large-scale
and privacy-sensitive vision tasks. Additionally, the training and deployment of our model should be accomplished with
reasonable resources, including pre-trained datasets, training time, computational power, and memory requirements.

2. Comparison with Image-Based Approaches
The performance of the image-based method on UCF-101 is shown below. Note that our paper has also included di-

rect comparisons to the Multiscale Vision Transformers (MViT) model [17] under two commonly used training paradigms:
training from scratch and full fine-tuning.

Scheme #Trainable Params. Pre-train #Clips Top-1 Accuracy

From scratch 21.7M - 1 12.12
Full fine-tune 21.7M IN-1k 1 61.62
Adapter 929K IN-1k 8 69.697
Selective fine-tune 58.1K IN-1k 8 81.818

Table 1. Experiments on UCF-101 using a ViT-S/16-224 model pre-trained on ImageNet. We adopt δ = 10−5 and ϵ = 5.

3. Hyperparameters
It is well known that the hyperparameters play a critical role in DP training yet they are difficult to tune. In order to

facilitate comparison between methods, we pre-define the training epochs for each dataset. And we fix the clipping norm as
C = 1. We only search for the optimal learning rate on the CIFAR-100 dataset with a fixed ϵ = 1. We perform a grid search
over the learning rate between [10−4, 10−2]. We directly apply these tuned parameters to other tasks. The complete list of
hyperparameters used are detailed in Table 2.

1



Dataset Architecture Batch size #Epochs Scheme Learning rate

CIFAR-10 ViT-S/16-224 1,024 10 Full fine-tune 3e-4
Adapter 1e-3

CIFAR-100 ViT-S/16-224 1,024 50

From scratch 3e-3
Full fine-tune 3e-4
Linear probe 1e-3

Sparse fine-tune 1e-3
Adapter 1e-3

CIFAR-100 ConvNeXt-T 1,024 50

From scratch 5e-3
Full fine-tune 7e-4
Linear probe 1e-3

Sparse fine-tune 1e-3
Adapter 1e-3

CIFAR-100 ResNet-50-GN 1,024 50

From scratch 3e-3
Full fine-tune 7e-4
Linear probe 5e-3

Sparse fine-tune 1e-3

ImageNet ViT-S/16-224 1,024 90

Full fine-tune 1e-4
Linear probe 5e-4

Sparse fine-tune 5e-4
Adapter 5e-4

ImageNet ViT-S/16-224 65,536 70
Full fine-tune 3e-4

Sparse fine-tune 5e-3
Adapter 5e-3

ImageNet ViT-B/16-224 65,536 70
Full fine-tune 1e-4

Sparse fine-tune 5e-3
Linear probe 5e-3

CheXpert ViT-B/16-224 256 10

From scratch 1e-4
Full fine-tune 3e-4

Sparse fine-tune 1e-3
Adapter 1e-3

CheXpert ConvNeXt-T 256 10

From scratch 3e-3
Full fine-tune 3e-4

Sparse fine-tune 1e-3
Adapter 3e-3

UCF-101 MViT-B/16×4 16 10
Full fine-tune 3e-4

Sparse fine-tune 3e-4
Adapter 3e-4

HMDB-51 MViT-B/16×4 16 10
Full fine-tune 7e-4

Sparse fine-tune 4e-3
Adapter 9e-4

Table 2. Hyperparameters. We include the batch size, number of epochs, and learning rate for each setting.
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