
Diff2Lip: Audio Conditioned Diffusion Models for Lip-Synchronization
(Supplementary Material)

1. Denoising Diffusion Implicit Models
(DDIM)

In DDIM formulation [4], the posterior is defined such
that one can control its variance schedule {σt ∈ R≥0}Tt=1.
Hence, in the reverse diffusion process, xt−1 can be sam-
pled from xt using:
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for ξ ∈ N (0, I). If for all t, σt =√

(1− ᾱt−1)/(1− ᾱt)
√
1− ᾱt/ᾱt−1, this formula-

tion becomes the same as standard DDPM [2]. On the
other hand, if for all t, σt = 0, then the reverse diffusion
process sampling becomes deterministic and simplifies to
Eq. (4) from the main text. Further, in this formulation,
one can use strided timesteps to make inference faster
without training the model again. For example, instead of
t = 1, 2, 3, ..., 1000, if one uses t = 40, 80, 120, ..., 1000,
the inference can be done in 25 steps instead of 1000 steps.

2. Qualitative Results
2.1. More Qualitative Figures

Similar to Fig. 6 in the main paper, we show more visual
comparisons in Fig. 1. Here we compare our approach with
Wav2Lip [3] and PC-AVS [5]. It can be seen in the zoomed-
in lip regions that Diff2Lip outperforms other methods both
in image quality and identity preservation. Further, we show
more examples of reconstruction setting in Fig. 2, 3, 4, and
5 similar to Fig. 4 in main paper. Here we can observe that
our method produces the correct lip shape corresponding
to the audio, which can be seen when compared with the
original video (top row). Finally, Fig. 6, 7, 8 show more
results on cross generation setting similar to Fig. 5 of the
main paper.

2.2. Video Results

Please find more video results at https://soumik-
kanad.github.io/diff2lip. We provide multiple
pages of video result comparisons with other methods as
well as the original video. The website also contains an

interactive demo to see the intermediate stages of the diffu-
sion process. We also show in the wild results using clips
from movies dubbed in foreign languages. This along with
the cross generations shows the generalizability of the pro-
posed approach to unseen audios and identities. It also sup-
ports our motivation and vision to extend videos to different
languages beyond simple dubbing which does not have syn-
chronised lip movements. Our method is able to generate
realistic lip-movements aligned with the words correspond-
ing to new audio thus making the viewing experience better.

3. Additional details
We have provided the filelists for the subsets of Vox-

Celeb2 [1] videos on which we have evaluated for both re-
construction and cross generation settings.

Each line contains the relative path to the audio and the
video separated by a space. For the case of reconstruction,
both the audio and video paths are the same in a line.
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Figure 1. Qualitative Visual-quality Comparison.
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Figure 2. Qualitative results of Reconstruction on VoxCeleb2 [1].
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Figure 3. Qualitative results of Reconstruction on VoxCeleb2 [1].
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Figure 4. Qualitative results of Reconstruction on VoxCeleb2 [1].
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Figure 5. Qualitative results of Reconstruction on VoxCeleb2 [1].
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Figure 6. Qualitative results of Cross generation on VoxCeleb2 [1].
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Figure 7. Qualitative results of Cross generation on VoxCeleb2 [1].
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Figure 8. Qualitative results of Cross generation on VoxCeleb2 [1].
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