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Datasets and Implementation Details

Dataset. For AV fine temporal alignment-based
pre-training, we employ ACAVIOOM [3] dataset. The
ACAV100M dataset is a very large-scale collection of 100
million audio-visual clips designed for audio-visual repre-
sentation learning. It covers diverse topics including human
sounds, music, animal, and nature sounds, etc and facil-
itates the exploration of synchronisation, alignment, and
semantic associations between audio and visual streams.
We leverage this dataset to advance the state-of-the-art in
dynamic audio-visual question answering (AVQA), one
of the toughest applications in audio-visual learning, by
pre-training our novel network on the music category of
this dataset.

Implementation. The music category in ACAV100M
dataset contains around 26.3 million videos and we sample
6 million videos out of these. Each video has a length of
10 seconds and for our pre-training task, we stitch 6 videos
together. Then, we create 60 cues of one second each and
in the next step, we extract features of audio and visual
streams using PANNs [2] and ViT [1] respectively.

This dataset does not contain any annotations and for
question queries, first, we use GITy [7], with standard
settings, to generate a caption for each 10-second video out
of the total 6 videos which are stitched into one. In the next
step, we generate a question query as did in BEIR [6] from
each caption. In this manner, we end up with 6 question
queries for a combined 60-second video where each query
belongs to each 10-second clip. We use question queries
in a way that when we send a positive pair (audio and
visual of the same cue) as input, a question query of that
10-second clip that contains the cue is employed. In the
case of the negative pair (audio and visual of the different
cues), we alternatively use the question query of either the
audio stream clip or the visual stream clip if they belong
to different clips. Here, the question query is encoded

using [5].

We use selection probability of 60% and 40% (60-40)
for the positive and negative pairs respectively. In Figure 1,
we demonstrate this by evaluating different combinations
of positive-negative pairs’ selection probability in %. We
start with a 90-10 split and pre-train the model till 10-90.
For each split configuration, we evaluate it by training the
model and then, testing it to find the overall accuracy. The
model achieved the highest accuracy for the 60-40 split as
shown in Figure 1.
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Figure 1. Effect of positive and negative pairs selection probability
on the overall performance.

Another contribution to our work is the Contextual
Block where we select 80% of the visual features to be
passed through it. This is based on the experiments as well
as shown in Figure 2. We iterate from 10% to 100% where
initially there is no effect on the performance but it picks
up from 40% to 80% and beyond that it decreases slightly.

The last of these experiments is the selection of % of
either contextual or non-contextual features for masking
within the Contextual Block. In this work, we zero out or
mask 90% based on the experimentation shown in Figure 3.



Contextual Block - visual features selection probability (%)

Overall Accuracy

10 20 30 40 50 60 70 80 90 100

Figure 2. Effect of % of visual features to go through Contextual
Block on the overall performance.
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Figure 3. Effect of % of contextual or non-contextual features
masked in the Contextual Block on the overall performance.

We also calculate the GPU hours of pre-training and
training stages for our method (CAD) as well as the state-
of-the-art (SOTA) [4] to analyse the effect of the Contextual
Block. As shown in Table 1, GPU hours decrease for both
the pre-training and training stages for our method as well
as the SOTA when implemented with the Contextual Block.
In this case, we implement the SOTA with the pre-training
and also, the Contextual Block.

Task Pre-training (GPU hours) | Training (GPU hours)
w/o Contextual Block - ST-AVQA (SOTA) [4] 205.7 2.1
w Contextual Block - ST-AVQA (SOTA) [4] 131.2 1.6
w/o Contextual Block - CAD (Ours) 257.1 2.4
w Contextual Block - CAD (Ours) 149.4 1.7

Table 1. w/o Contextual Block and w Contextual Block describe
the effect of without and with the Contextual Block on the em-
ployed compute for the SOTA [4] as well as our method CAD.

By comparing the first and last row of Table 1, our
method demonstrates efficiency over the SOTA. When cou-
pled with the Contextual Block, the SOTA also demon-
strates more efficiency as shown in row 2 but the perfor-
mance is still lower than our method as demonstrated in Ta-
ble 2 of the main paper.
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