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1. Information about Attached Videos
We attach 6 MP4 files of example video clips generated

by our proposed method in Supp. materials. All the given
images are testing (unseen) images.

• canon rgbd.mp4 shows the synthesized talking-head
video clips and the movement of corresponding 3D
canonical head using our proposed Head3D under the
cross-identity transfer setting. The “RGB of moving
3D head” and “Depth of moving 3D head” are RGB
and depth map of the transformed 3D canonical head,
which is generated by applying the estimated pose
from each driving frame to the canonical head.

• pose control.mp4 shows the synthesized examples of
pose-controllable novel view synthesis using our pro-
posed Head3D. Each column demonstrates changing
of a 3D rotation or translation parameter.

• same id.mp4 shows the synthesized talking-head
video clips using our proposed Head3D under the self-
reconstruction setting.

• cross id.mp4 shows the synthesized talking-head
video clips using our proposed Head3D under the
cross-identity transfer setting.

• sota.mp4 shows the qualitative comparison of our
method Head3D against other state-of-the-art models.

• 256x256.mp4 shows the synthesized talking-head
video clips using our proposed Head3D trained at the
resolution of 256× 256.

2. Positive Negative Societal Impact
Video motion transfer technologies could be misused

for unethical purposes, e.g., creating fake news videos of
celebrities [2]. Therefore, we will limit the usage of our
method to research purposes only. Additionally, we intend

to explore fake video detection techniques [1] that can ef-
fectively identify fake videos generated using our proposed
method.
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