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1. Experiments

Implementation Details. Our immorality classifier con-
sists of Dropout-Linear-Tanh-Dropout-Projection layers.
To train our classifier, we use AdamW [5] as an optimizer
with an epsilon value 1e-8, learning rate 0.002, weight de-
caying parameter 0.01, batch size 128, and dropout proba-
bility 0.1. We train our model for 500 epochs on a single
NVIDIA A100 80GB GPU.

Datasets. MS-COCO [4] dataset is a collection of highly-
curated images (although there are few images with inap-
propriate content), making it a suitable resource for morally
acceptable images. Socio-Moral Image Database [1]
(SMID) consists of photographs that encompass a wide
spectrum of morally positive, negative, and neutral themes.
Sexual Intent Detection dataset [2] contains celebrity im-
ages categorized into sexual and non-sexual content. Ad-
ditionally, the Real Life Violence Situations dataset [10]
includes 1,000 videos depicting violence (such as street
fights) and 1,000 videos without violence, gathered from
YouTube.

1.1. Qualitative Analysis

Visual Immoral Attribute Identification. As introduced
in the main paper, the immoral attribute identifier is an im-
portant part of our ethical image manipulation model. We
provide diverse examples in Figure 1 consisting of a pair
of immoral image generated by Stable Diffusion [8] model
(see 1st and 3rd rows) and it’s corresponding immorality
score map (see 2nd and 4th rows) to demonstrate the ef-
fectiveness of our immoral attribute identifier. The above-
mentioned figure illustrates how our model successfully lo-
calizes immoral objects, such as cigarettes, blood, and guns.

Image Captioning Method Analysis. Even though an im-
age captioning model trained with a highly-curated dataset,
such as MS-COCO [4], produces moral captions for most
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Figure 1. Visual immoral attribute identification examples. Given
the immorally-generated image (1st and 3rd rows) as an input, our
model reasonably localizes visual immoral attributes (2nd and 4th
rows).

immoral image inputs, we observe in our experiment that
image captioning model can also produces immoral de-
scription for a given image as shown in Figure 2. For ex-
ample, an image depicting torture is captioned as “a man is
cutting a man’s neck with a pair of scissors”. Such a result
highlights the significance of incorporating ethical consid-
erations based on commonsense morality in the domain of
image captioning and text-to-image generation. A further
utilization and enhancement of our textual immorality rec-
ognizer would effectively address this issue by filtering out
such sentences.
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“A bride
is bleeding”

“A woman 
in a black dress

with a knife
in her mouth”

“A young boy
smoking a 
cigarette

while standing
in the grass”

“A man cutting 
a man’s neck

with a pair
of scissors”

“A little boy
wearing a hat
and holding

a gun”

“A young child
holding a knife
up to his face”

“A child
is smoking”

“A guy
tortured a person”

“A baby
holding a sword”

“A child
with a gun”

Figure 2. Immoral captions (bottom row) generated by an image
captioning model [6] trained with a highly-curated dataset, MS-
COCO. Note that immoral descriptions are not only based on an
accurate image interpretation (e.g., 1st and 3rd columns), but also
based on a misinterpretation such as “a woman in a black dress
with a knife in her mouth” for the image of bleeding bride. Some
images are blurred due to their inappropriate content.

1.2. Quantitative Analysis
Immorality Classifier Analysis. It is counter-intuitive
that CLIP [7] model shows the better performance than
ALIGN [3] model in zero-shot visual commonsense im-
morality prediction task, as CLIP is trained far less amount
of data (i.e., 400M vs. 700M). We believe this is mainly
due to the high curation of the dataset, which may reduce
the generalization ability of the model in terms of com-
monsense morality. CLIP’s WIT-400M dataset consists of
unfiltered images from the internet, leading the model to
learn many immoral concepts [7]. In contrast, COYO-
700M dataset is highly curated with a safety filter, reduc-
ing the chances of the ALIGN model encountering immoral
prompts and images. Although neither model is mainly
trained for moral judgment, the difference in prior knowl-
edge of immorality during pre-training stage could affect
the generalization performance of the zero-shot visual com-
monsense immorality prediction task. This interpretation is
further supported by a recent study, which demonstrates dif-
fusion model’s abilities to self-debias by solely using repre-
sentations learned during pre-training stages [9].

2. Human Study Details

Question Design. To conduct a human evaluation, we ini-
tially generate immoral images of 10 different prompts with
Stable Diffusion [8] model. For each original image, 3 im-
ages (i.e., inpainted image, manipulated image with alter-
native word, manipulated image with image captioning) are
additionally generated by our model. In total, we use 40
images (4 images per 10 prompts) in our human study. Ex-
ample question of the human study is shown in Figure 3.

Ethnic Groups. We additionally asked the respondents
their ethnic group to measure racial diversity. As shown in
Figure 4, human evaluators of various ethnic backgrounds
are recruited through Amazon Mechanical Turk. This sup-

Figure 3. Example question of the human study. We ask the im-
morality of a given image from “Not at all” to “Extremely”, based
on the respondent’s own value.

ports that our ethical image manipulation results are reason-
able in commonsense, as people from diverse ethnic back-
grounds respond that manipulated images are much moral
than original images.

3. Discussion and Limitations
In this work, we introduced three ethical image manipu-

lation approaches based on the localization of immoral vi-
sual cues. One of the main concerns is the extent of manip-
ulation, which refers to the gap between the initial prompt
and the manipulated image. We proposed identity loss to
mitigate this issue, but one might insist that manipulated
images still deviated from original text. We acknowledge
this valid criticism in part. However, it is important to un-
derstand that our purpose is not merely generating a moral
image regardless of the initial prompt, but providing plau-
sible moral alternatives to the user. If the initial prompt or
image is clearly immoral, it is possible to filter out them
using post-hoc safety checkers. Nevertheless, as demon-
strated in main Figure 2, immoral images can be generated
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Figure 4. Ethnic groups of human evaluators. Respondents recruited via Amazon Mechanical Turk (AMT) come from a variety of ethnic
backgrounds to ensure cultural sensitivity of commonsense in multi-cultural literature.

by bypassing the safety filters, intentionally or accidentally.
Thus, it is worthwhile to design and provide other forms of
moral safeguards to users for safe text-to-image generation.
Our localization and manipulation approach was initiated
for this reason.
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