A. Proofs

Proof of Proposition 3.1 The proof is analogous to [30].
The L, calibration error for binary classification task is
given by CE;s := E[|E[Y = 1]5] — S]]

Proof.
ds =|E[Y — 9| (16)
=[E[Y —E[[Y =1] | S]] + E[E[[Y =1] | 5] - 3]
(17)
=E[Y] - E[E[Y =1] | S]|+E[E[Y =1] | 5] - 9|
=E[Y]
(18)
<E[E[[Y =1]| 5] - 9)|]. (19)
=CE.s

The inequality in (19) is obtained by utilizing the convexity
of the absolute value and applying Jensen’s inequality. [J

Proof of Proposition 3.2

Proof.
CEger = E[[E[IoU | 5] — 9] (20)
= E[|E[loU | $] —E[S | S]] @1
< E[E[|ToU -S| | S] (22)
= E[|ToU —5/] = dges (23)
O

As before, (22) is obtained by applying Jensen’s inequal-
ity.

B. Experiments

In this section we will provide additional quantitative
and qualitative results, following the structure of the exper-
iments in the main text.

We compare the performance of the binning-based
LaECE metric with our estimator éE, for measuring cal-
ibration error as obtained by using an identity link in Eqa-
tion (4). In Figure 4 we can observe that both metrics per-
form equally well and converge to the ground truth value
after 5000 points.

In Tables 7 and 8, we investigate the performance of our
estimator in a calibration regularized training framework on
Cityscapes and Pascal VOC datasets, and compare it with
competing post-hoc and trainable methods. We report two
versions of AP, GE and D-ECE: averaged over 10 thresh-
olds and evaluated at IoU = 0.5. Additionally, we include
CE with an identity link. The models with CE and TCD
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Figure 4. Comparison of LaECE vs. CE (identity) as a function
of the number of points used for the estimation.

auxiliary loss are trained from scratch. We show the re-
sults for several values of A and observe that by increasing
the weight of the regularization, the calibration error is re-
duced, as expected. In all evaluations we use a detection
score threshold v = 0.5, and the results are averaged across
three seeds.

In Tables 9 and 10 we summarize the AP and CE metrics
for fine-tuning on Cityscapes and COCO, respectively. The
learning rate for fine-tuning is set to the one from the last
training iteration, i.e., le—3 for Cityscapes and le—4 for
COCO and Pascal VOC.

Figure 5 shows qualitative results on COCO, comparing
uncalibrated F-RCNN model with a fine-tuned model using
CE loss. Our estimator effectively adjusts the confidence
scores to achieve better alignment with the IoU overlap,
thus also reducing the number of wrong detections.



Table 7. Calibration and detection performance of models trained on Cityscapes.

Model AP APsgo CE CEso CE (identityy =~ D-ECE D-ECEsg
F-RCNN 35.36+0.65 54.46+0.82 37.45+0.46 17.00+0.46 28.4840.68 37.8340.76  16.6540.91
F-RCNN + TS 32.2940.25 49.5540.27 26.36+0.86 13.594.0.33 11.9041 22 26.05+0.62 13.7140.48
F-RCNN + @ ()\ = 1) 35.12i0.42 54,52i()‘46 36.62io_90 16.06i1,22 27.08i1‘17 36~41i0.66 14-96i0.96
F-RCNN + 6]\'3 (/\ =2) 35.46i0A07 53.5840.32 36.614-0.45 16.24i0,32 27.62i0‘74 37.20i0.44 16.3340.22
F-RCNN + 6]\'3 A=3) 35.0410.26 53.9140.12 36.9940.33 16.6140.27 27.3040.69 36.844.0.60 15.64+0.39
F-RCNN + CE A=4) 35.4540.30 53.97+0.05 35.93+0.75 15.33+0.79 26.434+1.23 36.344+0.89 15.2411.01
RetinaNet 34.604+0.23 52.604+0.81 32.2240.29 12.9140.95 23.2540.39 32.5140.18 12.5440.66
RetinaNet + TS 34.6040.23 52.6040.81 28.7241.25 11.63+1.19 18.67+2.07 28.9241.18 11.054+1.95
RetinaNet + TCD 33.9440.81 51.83+1.44 33.79+0.99 13.3540.88 25.0141.13 33.9040.87 13.04+0.47
RetinaNet + @ (A=0.05) 32.5940.71 49.2241 38 28.77+1.094 11.9040.19 17.334+3.15 28.55+2.09 11.0740.22
RetinaNet + (/)E A=0.1) 33.03+0.39 50.9540.75 30.214.0.45 10.904.0.28 20.1540.11 30.184.0.49 10.3040.35
FCOS 34.8140.08 52.31+0.29 26.2940.098 13.9147 .98 14.43+1 .31 25.834+0.098 13.234+71.18
FCOS + TS 33.6240.44 50.2341.17 26.45+71.23 13.06+0.86 13.33+2.16 25.4641.38 11.96+0.90
FCOS + TCD 35.57+0.23 H54.2140.38 28.5340.82 15.094.0.83 16.8541 .27 27.78+0.77  13.6840.86
FCOS + CE (A =0.05) 34.744055 52.80+0.69 26.3940.48 15.27+71.08 15.20+0.75 26.354+0.54 14.78+0.98
FCOS + CE (A=0.1) 34474052 52.34+0.71 26.8840.33 16.73+1.46 15.63+0.47 26.7440.09 15.75+1.71
FCOS + CE (A=0.5) 33.73+0.57 51.2341.12  25.2440.85 18.154+1.07 13.07+0.83 24.6040.49 17.4540.61
FCOS + CE =1 32914061 50.094066 26.30+0.28 19.8840.92 14.73+0.63 25.80+0.31 18.80+0.79
Table 8. Calibration and detection performance of models trained on Pascal VOC.
Model AP APs CE CEso CE (identity) ~D-ECE  D-ECEso
F-RCNN 52.9640.05 75.8840.08 34.88+0.10 17.0340.16 28.79+0.12 35.5640.12 16.40+0.13
F-RCNN + TS 49.2540.07 70.934009 21.4340.03 11.5240.18 8.8540.08 21.43+0.03 11.3740.23
E-RCNN + CE A=2) 52.3440.05 74.9040.03 34.3240.19 15.9540.20 28.00+0.22 35.0540.18 15.4040.21
F-RCNN + CE A=3 51.9540.01 74.56+0.07 34.1440.06 15.59+0.08 27.704+0.09 34.8140.11  14.99+0.12
F-RCNN + CE =4 51.5040.06 74.2040.11 34.23+0.17 15.5140.23 27.7040.21 34.9540.16 14.9540.24
RetinaNet 53.204+0.02 73.3640.02 24.1140.09 7.9540.19 16.97+0.07 23.9240.08 6.9210.15
RetinaNet + TS 53.2040.02 73.36+0.02 24.17+0.20 7.974+0.21 17.0540.27 24.00+0.22 6.9840.20
RetinaNet + TCD 53.50i0,07 73.74i0,10 25.98i0A03 9.25i0,15 19.58i0,02 25.90i0A01 8.12i0‘19
RetinaNet + CE (A=0.1) 52951000 72.89t0.08 23.6910.01 7.9340.02 16.4940.03 23.524.0.02 7.0110.02
RetinaNet + 6}\3 (/\ =0.5) 52.06+0.16 71~93j:0.28 21.2140.04 7.674+0.14 11.9740.05 21.06+0.04 7.2040.11
RetinaNet + CE =1 50.6140.14 70.3840.20 19.6340.15 11.01+0.06 7.4140.18 19.554+0.15 10.7740.04
FCOS 52.134+0.02  73.50+0.07 22.3240.05 15.77t0.10  12.7310.11  22.0810.07 14.4610.04
FCOS + TS 49.7140.08 69.304-0.06 19.23+0.06 9.91+0.03 7.0940.21 19.1940.08 9.82+0.05
FCOS + TCD 52.264+0.03 73.5840.07 22.55+0.16 15.18+0.19 12.6140.22 22.2140.18 13.6540.16
FCOS + CE A=0.1) 52.0540.04 73.1540.17 22.1440.07 16.1540.08 12.56+0.09 21.9840.07 15.13+0.14
FCOS + CE (A=0.5) 51.4640.05 72.60+0.05 22.0040.12 16.8940.17 12.6540.20 21.754+0.07 15.7540.06
FCOS + é}\ﬂ (/\ = ].) 51~02i0406 72~10i0.08 21-90i0A11 18.03i0‘04 13.00i0,23 21.84i0A11 17~34i0403

Table 9. Comparison of performance before and after finetuning on Cityscapes for 3 epochs and increasing values of A.

Model AP APs5 CE CEso CE (identityy =~ D-ECE D-ECEsq
F-RCNN 35.36+0.65 54.464¢.82 37.454.0.46 17.0040.46 28.481 .68 37.8340.76 16.6540.91
E-RCNN + CE (A=1) 35.0640.51 53.87+0.535 35.9040.81 15.2240.37 25.7640.85 35.2941.00 14.484 .78
F-RCNN + CE (A=2) 34.6510.18 52.84410.13 34.031098 14.2310.64 23.6941.06 33.86+0.96 13.3510.79
F-RCNN + CE (A=3) 33901030 51.5240.49 33.9910.79 14.8010.32 23.1940.98 33.3940.90 13.3310.62
E-RCNN + CE (A=4) 33.3040.30 50.3140.42 33.1040.64 14.1940.24 22.1940.88 32.9140.90 13.6940.39
F-RCNN + CE (A=5) 33.0240.26 50.05+0.76 32.37+0.092 14.2340.33 20.6241.46 32.13+1.00 13.3240.40




Table 10. Finetuning for three epochs on COCO with several values of A.

Model AP AP5 CE CEso CE (identity)y ~ D-ECE D-ECEsq
F-RCNN 36.1140.10 53.3540.15 37.3340.09 20.4840.10 31.7640.05 38.8740.08 21.3440.14
F-RCNN + TS 32.86i0,03 48.07i0.05 24.35i0.12 11.9710.21 13,49i0,19 25.05i0,13 11.85i0,11

F-RCNN + é\E ()\ = 0.01) 36.11i0A13 53.17i0412 37.47i0_40 20.65i0,52 31.86i0‘4g 38.88io_32 21.36i0A44
F-RCNN + CE (A =0.05) 36.0940.15 53.2440.21 37.07+0.10 20.2940.09 31.4449.07 38.57+0.01 21.1540.07
F-RCNN + é\E A=0.1) 35.9840.12 53.084+0.17 36.7840.15 19.9940.17 31.0740.14 38.1940.05 20.844.0.10
E-RCNN + CE (A=0.5) 34.7240.00 51.5240.13 33.56+0.09 16.63+0.08 26.9140.14 34.6540.09 17.10+0.14
F-RCNN + CE A=1 33.0840.04 49.374+0.06 30.69+0.17 14.3440.24 23.2540.16 31.774+0.02 14.88+0.10
E-RCNN + CE A=2) 29.3240.06 43.9840.07 26.37+0.20 13.0740.17 16.9640.24 27.69+0.11 13.5940.16
E-RCNN + CE A=3) 26.1640.12  39.0540.07 25.33+0.02 14.57+0.12 15.4510.09 26.7440.12 15.0440.16

RetinaNet 30.8340.12 43.3340.22 21.89+0.36 12.03+0.19 11.03+0.56 22.241¢.27 11.63+0.08
RetinaNet + TS 30.83+0.12 43.3340.22 25.76+0.38 10.744.0.54 17.474+0.50 26.34+0.29 10.2440.43
RetinaNet + @ (A=0.01) 31.0340.07 43.67+0.09 21.9840.15 11.8040.16 11.0440.22 22.06+0.22 10.834.0.34
RetinaNet + CE (A=0.05) 31.04+0.07 43.6810.10 21.9840.15 11.7940.17 11.0540.22 22.07+0.20 10.854.0.32
RetinaNet + 6]\3 A=0.1) 31.0410.06 43.6840.09 21.9540.15 11.77+0.15 11.0140.21 22.0540.19 10.834.0.29
RetinaNet + @ (A =0.5) 30.97+0.07 43.5840.11 21.8740.12 11.65+0.11 10.8540.19 22.07+0.16 10.8840.18
RetinaNet + éE =1 30.77+0.05 43.30+0.05 21.7940.16 11.9440.03 10.63+0.33 22.0940.21 11.3240.07
RetinaNet + CE A=2) 30.4440.06 42.74+0.11 21.6340.18 12.5140.08 10.0840.28 21.69+0.22 11.7240.02
RetinaNet + CE A=3) 30.104+0.06 42.23+0.10 21.5840.14 13.1440.16 9.7240.18 21.4810.06 12.2940.32
RetinaNet + (/J.E A=4) 29.7040.08 41.6840.16 21.44410.03 13.69+0.28 9.37+0.10 21.39+0.10 12.9840.20

FCOS 34.0240.06 48.8440.04 24.4040.13 16.55+0.21 16.87+0.07 24.7340.12 15.574+0.20

FCOS + TS 29.5140.05 41.1340.02 20.53+0.06 13.66+0.14 8.1340.04 20.54+0.07 13.00+0.23
FCOS + CE (A =0.01) 34.054+0.07 48.864+0.03 24.43+0.15 16.5640.23 16.8140.13 24.73+0.11 15.60+0.21
FCOS + CE (A =0.05) 34.1240.03 48.8940.01 24.2940.16 16.2940.13 16.6840.14 24.65+10.14 15.3740.19
FCOS + CE (A=0.1) 34.034+0.08 48.8340.04 24.1840.13 16.344.0.12 16.5640.13 24.57+0.11 15.404.0.14
FCOS + CE (A=0.5) 33.8940.09 48.6540.08 24.0940.12 16.3540.09 16.4640.10 24.4510.09 15.3940.05
FCOS + CE =1 33.73+0.12  48.4540.11  23.95+0.12 16.35+0.10 16.25+0.08 24.2740.14 15.3640.06
FCOS + ({JE (/\ = 2) 33.41i0A13 48.00i0‘15 23.41i022 16.1540.25 15.5640.16 23.8340.12 15~27i023
FCOS + CE A=3) 33.0240.12 47.4440.14 23.1840.19 16.3440.17 15.3240.17 23.7240.17 15.67+0.21




Figure 5. Qualitative results on COCO using uncalibrated (left) and fine-tuned with CE
(right) F-RCNN model. Detection threshold is set to 0.5. Red boxes denote predictions with their corresponding confidence
scores. Ground truth boxes are shown in green dashed lines. The calibration loss is used with identity link, i.e., the scores
should be aligned with the IoU overlap with a ground truth box. Best viewed in color and zoom.



