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1. Experimental Design: additional details
Difficulties with SAM Mask input. The mask prompt

input space is the ’low-resolution logit’ space of SAM out-
put, and it is much harder to be incorporated into the current
remote sensing segmentation pipeline (a segmentation map
output from a trained model cannot be readily consumed by
SAM).

Edge extraction process for Parcel Delineation
Dataset Using images from this dataset as input, we prompt
SAM using points on a 16-by-16-pixel grid. (For the 224-
by-224-pixel field delineation images, this corresponds to
the center-points of 14-by-14-pixel patches.) The resulting
masks are then filtered using non-maximum suppression,
and masks covering more than 95 percent of the image area
are removed. We then take the argmax of remaining masks
at each pixel and pass the resulting output through a So-
bel filter, leaving only extracted edges between masks. To
smooth and thicken lines, we apply edge NMS (i.e., a Canny
filter [4]) to the resulting image and perform a dilated con-
volution with a 3x3 kernel.

2. Benchmark Datasets: Additional Details
We evaluate a total eight datasets over several binary seg-

mentation tasks. Of these eight, three are building segmen-
tation datasets. We emphasizes the task of building seg-
mentation due to its frequency in the literature and ease of
finding diverse datasets.

Solar. The Solar PV dataset [3] is a collection of images
from four major cities in California where solar PVs are
commonly used. The dataset contains over 19,000 exam-
ples of solar PVs across 601 5000×5000 images and over
1,352 km2 of area. The dataset is labeled with polygons

containing the solar PVs as well as a segmentation mask for
pixel-wise binary segmentation. This dataset contains an
author-defined train-test split.

Inria. The Inria Aerial Image dataset [10] contains im-
ages taken at 0.30 meters per pixel resolution over ten cities
(only five with labels). The cities were chosen such that
there would be a mix of American and European cities in
the dataset covering both sparse and densely populated ar-
eas. Equal coverage was given to each city and binary seg-
mentation masks were labeled with building / no building.
Following the convention in [9], we use the first six tiles in
the dataset as our test set, as the official test set is withheld
from the public.

DeepGlobe Buildings. The DeepGlobe Building Detec-
tion dataset [7] contains building segmentation labels for
four major cities in four different countries. The dataset
consists of 650×650 non-overlapping images taken at 0.31
meters per pixel resolution. Images were taken from the
Spacenet dataset [16] using a WorldView-3 sensor. We ran-
domly select one-sixth of the dataset to be the test set, per
the convention in [9].

DeepGlobe Roads. The DeepGlobe Road Extraction
dataset [7] is composed of images taken from the Digital-
Globe Vivid+ Images dataset and filtered to include interest-
ing or useful areas for the road extraction task. Images were
taken from three countries at 0.50 meters per pixel resolu-
tion and segmentation labels were added denoting roads as
the only class. We randomly select one-sixth of the dataset
to be the test set, per the convention in [9].

DeepGlobe Land. The DeepGlobe Land Cover Clas-
sification Dataset [7] contains 1,146 satellite images col-
lected from the DigitalGlobe Vivid+ dataset, spanning
1,717 square kilometers of predominantly rural locations.
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Model
Prompt Prompt Mask

Solar
Inria + DG DeepGlobe

38-Cloud
Parcel

Source Method Selection (Building) (Roads) Delineation

Unet [14] NA NA NA 81.05 [12] 79.53 [9] 62.94 [17] 86.08 [2] 36.99 [1]
SwinUnet [5] NA NA NA - 78.48 [9] - - -
TransUnet [6] NA NA NA - 79.96 [9] - - -
D-LinkNet [17] NA NA NA - - 64.12 [17] - -
C-UNet [2] NA NA NA - - - 86.50 [2] -
Spatio-temporal UNet [1] NA NA NA - - - - 43.88 [1]

Unet† NA NA NA 78.39 72.50 58.35 72.88 -

GT Center Point Max confidence 48.18 40.40 7.24 65.64 -
GT Center Point Oracle 74.17 64.41 11.53 78.63 -
GT Random Point Max confidence 39.96 36.76 7.17 64.70 -

SAM [8] GT Random Point Oracle 64.19 61.01 11.41 77.46 -
GT Bounding Box Single output 81.12 69.61 7.47 86.48 -

Unet Bounding Box Single output 75.79 64.42 7.41 72.33 -
- Grid points Max confidence - - 4.5 - 10.1

Table 1. Table of experimental results with baseline model comparison. Performance is reported in pixel-wise IoU.

Model
Inria DeepGlobe City

Austin Chicago Kitsap County West Tyrol Vienna Las Vegas Paris Shanghai Khartoum Average

Unet [14] 81.92 71.58 69.00 80.44 82.53 85.50 72.26 77.13 73.64 77.11
SwinUnet [5] 80.21 69.62 68.70 80.33 81.85 84.87 70.57 76.25 72.36 76.08
TransUnet [6] 81.94 73.21 69.19 81.46 82.94 85.45 72.92 77.31 73.79 77.58
SAM oracle center point [8] 91.73 83.93 67.81 65.10 76.13 80.79 58.58 87.00 56.63 74.19
SAM max conf center point [8] 60.68 83.36 58.07 46.48 67.69 69.56 57.89 87.00 59.31 65.56

Table 2. Comparison of Inria + DeepGlobe building segmentation broken down by city, measured by the intersection-over-union (IoU).
The Unet, TransUnet, and SwinUnet results are taken from [9].

Classes identified in this dataset are urban, agriculture,
rangeland, forest, water, barren, or unknown. We randomly
select one-sixth of the dataset to be the test set, per the con-
vention in [9].

38-Cloud. The 38-Cloud dataset [11] leverages Land-
sat 8 [15] to collect 38 images, taken from the QA band, of
cloud cover at 30 meters per pixel resolution. The 38 im-
ages are split into 9700 patches for easier processing and
filtered to remove snow / ice coverage. The dataset pro-
vides segmentation labels by human annotators specifying
the pixels that contain cloud coverage. This dataset contains
an author-defined train-test split.

Farm Parcel Delineation The Farm Parcel Delineation
dataset [1] is comprised of 224×224 images at 10 meter per
pixel resolution taken over three different time periods. The
dataset uses imagery from Sentinel-2 which contains at least
one plot of farmland. The images were queried from sev-
eral different regions around the world but the vast majority
of them were taken from France’s countryside. The Farm
Parcel Delineation dataset is labeled pixel-wise as bound-
ary or non-boundary between parcels of farmland with 2-
pixel width for the boundary lines. This dataset contains an
author-defined train-test split.

SpaceNet The SpaceNet 2 dataset [16] contains aerial
imagery with segmented buildings from four cities: Las Ve-

gas, Paris, Shanghai, and Khartoum. In total, approximately
300 thousand buildings are segmented, nearly all of which
are in urban and suburban regions. This dataset contains an
author-defined train-test split.

3. Model Composition and Training: Addi-
tional Details

Ours. We first train a U-Net model (code) with
a ResNet-50 encoder initialized with ImageNet weights
(code), and the decoder architecture of the original U-Net
[14] initialized from scratch. Both the encoder and decoder
are then trained for 100 epochs using a batch size of 16, a
learning rate of 10e-3 with the Adam optimizer and the soft
intersection over union (IoU) loss [13]. We normalize the
images using ImageNet pixel mean value. During inference
we binarize the output mask using a threshold of 0.5. We
use these same training and inference procedures for all of
the datasets in our study.

SOTA. For the SOTA Unet results we used performance
values reported in other published works. All references are
shown in Table 1 next to the corresponding performance
metric, with the individual Inria and DeepGlobe Building
city results being shown in Table 2. For implementation
and training details of the reported SOTA Unet models, see

https://github.com/bohaohuang/mrs/blob/master/network/unet.py 
https://github.com/bohaohuang/mrs/blob/master/network/backbones/resnet.py 


the corresponding references: Solar [12], Inria [9], Deep-
Globe Building [9], DeepGlobe Roads [17], 38-Cloud [2],
and Parcel Delineation [1].
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