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1. More About Stimuli

All videos used in the VEATIC dataset were selected
from an online video-sharing website (YouTube). The
VEATIC dataset contains 124 video clips, 104 clips from
Hollywood movies, 15 clips from home videos, and 5 clips
from documentaries or reality TV shows. Specifically, we
classify Documentary videos as any videos that show can-
did social interactions but have some form of video editing,
while home videos refer to videos that show candid social
interactions without any video editing. All Videos in the
dataset had a frame rate of 25 frames per second and ranged
in resolution with the lowest being 202 x 360 and the high-
est being 1920 x 1080.

Except for the overview of video frames in Figure 2,
we show more samples in Figure 1. Moreover, unlike
previously published datasets where most frames contain
the main character [2, 1, 3], VEATIC not only has frames
containing the selected character but also there are lots
of frames containing unselected characters and pure back-
grounds (Figure 2). Therefore, VEATIC is more similar to
our daily life scenarios, and the algorithms trained on it will
be more promising for daily applications.

2. Annotation Details

In total, we had 192 participants who annotated the
videos in the VEATIC dataset. Eighty-four participants an-
notated video IDs 0-82. One hundred and eight participants
annotated video IDs 83-123 prior to the planning of the
VEATIC dataset. In particular, Fifty-one participants an-
notated video IDs 83-94, twenty-five participants annotated
video IDs 95-97, and 32 participants annotated video IDs
98-123.

Another novelty of the VEATIC dataset is that it con-
tains videos with interacting characters and ratings for sep-
arate characters in the same video. These videos are those

with video IDs 98-123. For each consecutive video pair, the
video frames are exactly the same, but the continuous emo-
tion ratings are annotated based on different selected char-
acters. Figure 3 shows an example. In this study, we first
propose this annotation process and it can provide future al-
gorithms a way to test whether models learn the emotion
of the selected characters given the interactions between
characters and the exact same context information. A good
emotion recognition algorithm should deal with this com-
plicated situation.

3. Outlier Processing

We assessed whether there were any noisy annotators in
our dataset by computing each individual annotator’s agree-
ment with the consensus. This was done by calculating the
Pearson correlation between each annotator and the leave-
one-out consensus (aggregate of responses except for the
current annotator) for each video. Only one observer in our
dataset had a correlation smaller than .2 with the leave-one-
out consensus rating across videos. We chose .2 as a thresh-
old because it is often used as an indicator of a weak correla-
tion in psychological research. Importantly, if we compare
the correlations between the consensus of each video and a
consensus that removes the one bad annotator, we get a very
high correlation (r = 0.999) indicating that leaving the one
bad subject does not significantly influence the consensus
response in our dataset. Thus, we decided to keep the an-
notator in the dataset in order to not remove any important
alternative annotations to the videos.

4. Subject Agreement Across Videos

A benefit of the VEATIC dataset is that it has multiple
annotators for each video with the minimum number of an-
notators for any given video being 25 and the maximum
being 73. Emotion perception is subjective and observers



Video 2, “Fruitvale Station”, 2013, Hollywood Movie

Video 3, “Patch Adams”, 1998, Hollywood Movie

Video 10, “Eternal Sunshine of the Spotless Mind”, 2004, Hollywood Movie

Video 18, “Fargo”, 1996, Hollywood Movie

Video 19, “American Psycho”, 2000, Hollywood Movie

Video 21, “Crash”, 2005, Hollywood Movie

Video 27, “Good Time”, 2017, Hollywood Movie

Video 48, “Good Will Hunting”, 1997, Hollywood Movie

Figure 1. More sample video frames in VEATIC. The video clips in VEATIC contain various backgrounds, lighting conditions, character
interactions, etc., making it a comprehensive dataset for not only emotion recognition tasks but also other video understanding tasks.



Video 60, “Revolutionary Road”, 2008, Hollywood Movie

Video 78, “Blonde girl hilarious roller coaster reaction!!”, Home Video

Video 94, “Princess Diaries”, 2001, Hollywood Movie

Video 98, “Before Sunset”, 2004, Hollywood Movie

Video 113, “Love Rosie”, 2014, Hollywood Movie

Figure 2. Sample video frames of unselected characters and pure background in VEATIC. The first sample frame in each row shows the
selected character. The rest sample frames are either unselected characters or pure backgrounds.

judgments can vary across multiple people. Many of the
previously published emotion datasets have a very low num-
ber of annotators, often having only single digit (n < 10)
number of annotators. Having so few number of annotators
is problematic because of the increased variance across ob-
servers. To show this, we calculated how the average rating
for each video in our dataset varied if we randomly sam-
pled, with replacement, five or all annotators. We repeated
this process 1000 times for each video and calculated the
standard deviation of the recalculated average rating. Fig-
ure 4a shows how the standard deviation of the consensus
rating across videos varies if we use either five or all an-
notators for each video. This analysis shows that having
more annotators leads to smaller standard deviations in the
consensus rating which can lead to more accurate represen-
tations of the ground truth emotion in the videos.

Additionally, We investigated how observers’ responses

varied across videos by calculating the standard deviation
across observers for each video. Figure 4b shows the stan-
dard deviations across videos. We find that the standard
deviations for both valence and arousal dimensions were
small with valence having an average standard deviation of
µ = 0.248 and a median of 0.222 and arousal having an
average standard deviation of µ = 0.248 and a median of
0.244, which are comparable with the valence and arousal
rating variance from EMOTIC [3].

5. Familiraity and Enjoyment Ratings

Familiarity and enjoyment ratings were collected for
each video across participants which is shown in Figure 5.
Familiarity and enjoyment ratings for video IDs 0-83 were
collected in a scale of 1-5 and 1-9, respectively. Familiarity
and enjoyment ratings for video IDs 83-123 were collected
prior to the planning of the VEATIC dataset and were col-



Character 1

Character 2
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Figure 3. Example of different ratings of the same video in VEATIC. (a). The two selected characters. (b). The continuous emotion ratings
of corresponding characters. The same color indicates the same character. A good emotion recognition algorithm should infer the emotion
of two characters correspondingly given the interactions between characters and the exact same context information.

lected on a different scale. Familiarity and enjoyment rat-
ings for video IDs 83-97 were collected on a scale of 0-
5 and familiarity/enjoyment ratings were not collected for
video IDs 98-123. For analysis and visualization purposes,
we rescaled the familiarity and enjoyment ratings for video
IDs 83-97 to 1-5 and 1-9, respectively, to match video IDs
0-83. To resale the familiarity values from 0-5 to 1-5 we
performed a linear transformation, we first normalized the

data between 0 and 1, then we multiplied the values by 4
and added 1. We rescaled the enjoyment values from 0-5 to
1-9 similarly by first normalizing the data between 0 and 1,
then we multiplied the values by 8 and added 1. As a result,
the average familiarity rating was 1.61 while the average
enjoyment rating was 4.98 for video IDs 0-97.
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Figure 4. a)Five annotators’ response standard deviation vs. all annotators’. b) Annotators’ responses standard deviation of each video.
Red and blue solid lines indicate the standard deviation of annotators’ responses of valence and arousal on each video respectively. The
results are sorted based on the standard deviation for visualization purposes. The dashed lines show the medians of standard deviations.
The mean values for standard deviations of valence and arousal are the same with µ = 0.248.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97Video ID
1

2

3

4

5

Fa
m

ilia
rit

y
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97Video ID

1
2
3
4
5
6
7
8
9

En
jo

ym
en

t

Figure 5. Familiarity and enjoyment ratings across all videos. Each bar represents the average familiarity or enjoyment rating reported by
all participants who annotated the video. The average rating across all videos is depicted by the horizontal dashed line in both figures.
Video IDs are shown on the x-axis.
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