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1. Observation Velocity Score Approximation

Let u0 = (x0,v0)>, ut = (xt,vt)
>, they are linked

by the probabilistic transition kernel of linear SDEs [2]. In
terms of CLD as follows{

dxt = M−1βvtdt,

dvt = −βxtdt+ ΓβM−1vtdt+
√

2Γβdwt.
(1)

we have the exact relation [1]

p(ut|u0) = N (ut;µt,Σt), (2)

where

µt =

(
2βtΓ−1x0 + 4βtΓ−2v0 + x0

−βtx0 − 2βtΓ−1v0 + v0

)
e−2βtΓ−1

= e−2βtΓ−1

(
2βtΓ−1 + 1 4βtΓ−2

−βt −2βtΓ−1 + 1

)(
x0

v0

)
= Dt

(
x0

v0

)
, (3)

and

Σt = Σt ⊗ Id,

Σt =

(
Σxxt Σxvt
Σxvt Σvvt

)
e−4βtΓ−1

, (4)

Σxxt = Σxx0 + e4βtΓ−1

− 1 + 4βtΓ−1 (Σxx0 − 1)

+ 4β2t2Γ−2 (Σxx0 − 2) + 16β2t2Γ−4Σvv0 ,

Σxvt = −β2tΣxx0 + 4βtΓ−2Σvv0

− 2β2t2Γ−1 (Σxx0 − 2)− 8β2t2Γ−3Σvv0 ,

Σvvt = Γ2

4

(
e4βtΓ−1

− 1
)

+ βtΓ + β2t2 (Σxx0 − 2)

+ Σvv0

(
1 + 4βt2Γ−2 − 4βtΓ−1

)
.

Then we can determine the probability of observing y
given ut by the following proposition.

Proposition 1.1. (Determine the probability of observing
y given ut) For simplicity of notation, Eu0∼p(u0|ut) is de-
noted as E. Under the condition of ut at time t, the proba-
bility of observing y can be derived from

E [p(y|u0)] = p(y|û0) + cE
[
‖H(x0 − x̂0)‖2 ‖x0 − x̂0‖2

]
,

(5)

where

c =
1

σ2

∫ 1

0

1

2πd/2σd/2
exp

(
−s

2

2

)
(1− s)

(
s2

σ2
− 1

)
ds.

(6)

Proof. Assuming u0 is fixed, known from the image
restoration problem formulation, h(s) = p(y|su0 + (1 −
s)û0) is a quadratically differentiable function of s. So
from the second-order Taylor formula, expand h(s) at 0,
we have

h(1) = h(0) + h′(0) +

∫ 1

0

h′′(s)(1− s)ds, (7)

which is

p(y|u0) (8)
= p(y|û0) + p′(y|su0 + (1− s)û0)(u0 − û0)|s=0 (9)

+

∫ 1

0

(u0 − û0)>
d2p(y|su0 + (1− s)û0)

ds2
(10)

× (u0 − û0)(1− s)ds. (11)

Taking expectations for u0 on both sides, we have

E [p(y|u0)] (12)

= p(y|û0) + E[

∫ 1

0

(u0 − û0)> (13)

× d2p(y|su0 + (1− s)û0)

ds2
(u0 − û0)(1− s)ds]. (14)
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The calculation of d2p(y|su0+(1−s)û0)
ds2 is very critical.

AssumingH is linear, it is not hard to obtain

dp(y|su0 + (1− s)û0)

ds
(15)

= p(y|su0 + (1− s)û0) (16)

× 1

σ2
[y −H(sx0 + (1− s)x̂0)]H(x0 − x̂0), (17)

and

d2p(y|su0 + (1− s)û0)

ds2
(18)

= p(y|su0 + (1− s)û0)
‖H(x0 − x̂0)‖2

σ2
(19)

×

(
‖y −H(sx0 + (1− s)x̂0)‖2

σ2
− 1

)
. (20)

So

E [p(y|u0)] (21)

= p(y|û0) + E[
‖H(x0 − x̂0)‖2 ‖x0 − x̂0‖2

σ2
(22)

×
∫ 1

0

p(s)(1− s)

(
‖y −H(sx0 + (1− s)x̂0)‖2

σ2
− 1

)
ds].

(23)

Thus conclusion of Eq. (5) is proved.

2. Posterior Estimation of Ground Truth
Proposition 2.1. (Estimate the mean of the initial image
and velocity from the current moment) Under the condition
of ut at time t, the posterior mean value of the image at time
0 can be derived from[

Σ−1
t DtE[u0|ut]

]
∆

= ∇vt log p(ut) +
[
Σ−1
t ut

]
∆
,

(24)

where ∆ .
= d+ 1, d+ 2, · · · 2d indicates to take the second

half of this vector.

Proof. First from the transition densities Eq. (2) we have

p(ut|u0)

= N (ut;µt,Σt)

=
1

(2π)d/2|Σt|1/2
exp

[
−1

2
(ut − µt)>Σ−1

t (ut − µt)
]

=
1

(2π)d/2|Σt|1/2
exp

[
−1

2
(ut −Dtu0)>Σ−1

t (ut −Dtu0)

]
=

1

(2π)d/2|Σt|1/2
exp

[
−1

2
u>t Σ−1

t ut

]
× exp

[
u>0 D

>
t Σ−1

t ut −
1

2
uT0D

>
t Σ−1

t Dtu0

]
.

To simplify notation, let p0(ut) =
1

(2π)d/2|Σt|1/2
exp

[
− 1

2u>t Σ−1
t ut

]
, T (ut) = D>t Σ−1

t ut,

and $(u0) = 1
2uT0D

>
t Σ−1

t Dtu0, then we have

p(ut|u0) = p0(ut) exp
[
u>0 T (ut)−$(u0)

]
.

Integrate over initial data and velocity pair distribution we
obtain

p(ut) =

∫
p(ut|u0)p(u0)du0

= p0(ut)

∫
exp

[
u>0 T (ut)−$(u0)

]
p(u0)du0.

In order to get the score, then take the derivative of vt on
both sides of the previous formula

∇vt
p(ut)

= ∇vt
p0(ut)

∫
exp

[
u>0 T (ut)−$(u0)

]
p(u0)du0

+ p0(ut)

∫
∇vt

[
exp

[
u>0 T (ut)−$(u0)

]]
p(u0)du0

=
∇vt

p0(ut)

p0(ut)
p(ut)

+

[
p0(ut)

∫
(∇ut

[T (ut)])
>

u0 exp
[
u>0 T (ut)−$(u0)

]
p(u0)du0

]
∆

=
∇vt

p0(ut)

p0(ut)
p(ut)

+

[
(∇ut

[T (ut)])
>
∫
p0(ut)u0 exp

[
u>0 T (ut)−$(u0)

]
p(u0)du0

]
∆

=
∇vt

p0(ut)

p0(ut)
p(ut)

+

[
(∇ut [T (ut)])

>
∫

u0p(ut|u0)p(u0)du0

]
∆

.

Divide both sides by p(ut), that is to say

∇vt
p(ut)

p(ut)

=
∇vtp0(ut)

p0(ut)
+

[
(∇ut

[T (ut)])
>
∫

u0
p(ut|u0)p(u0)

p(ut)
du0

]
∆

.

Transforming the formula and simplifying the notation, we
get [

Σ−1
t DtE[u0|ut]

]
∆

=
[
[(∇ut

[T (ut)])
>

]E[u0|ut]
]
∆

= ∇vt log p(ut)−∇vt log p0(ut)

= ∇vt
log p(ut) +

[
Σ−1
t ut

]
∆
.

The conclusion of Eq. (24) is proved.
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