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1. Discovering Bias in the CLIP

1.1. Dataset Statistics

As mentioned in the main paper, we use Adobe Stock
API to collect high-quality images for different professions.
For each profession, we add Male/Female/White/Black or
African American in front. In this way, in total, we collect
1067 images. We give the full statistics of the collected
images in Table 1.

Profession Female Male White
Black or

African American

Administrative Assistant 17 10 21 16
Carpenter 12 26 14 12
Cleaner 16 22 17 24
Executive Manager 23 34 40 40
Farmer 21 34 32 32
Machine Operator 18 13 15 21
Military Person 18 15 13 17
Nurse 28 38 42 44
Plumber 17 20 25 15
Security Guard 4 9 5 4
Software Developers 13 17 8 16
Technical Support Person 13 20 16 4
Truck Driver 24 30 3 7
Writers 10 18 12 12

Table 1. Data statistics for different professions.

1.2. CLIP Model

We follow prompt engineering from [8] to augment the
query text by using a template of 79 semantically simi-
lar meaningful sentences (e.g. ‘a photo of the clean {}’,
‘a photo of a large {}’, etc.). For discovering biases, we
present results from ResNet-50 [4] pre-trained CLIP image
encoder [10] in the main paper. Results from transformer-
based image encoders are similar. For example, the ROC
curve and percentage misranks for ‘ViT-B/32’ CLIP image
encoder are shown in Figure 1 and 2.

Figure 1. ROC Curve based on the CLIP scores from ‘ViT-B/32’
image encoder.

(a) Gender Subset (b) Race Subset

Figure 2. Percentage of misranks from ‘ViT-B/32’ CLIP image
encoder.

1.3. Additional GradCAM Visualizations

In Figure 3, we show additional examples of GradCAM
visualization. We can see, when CLIP model misranks, it is
often due to facial features of the opposite gender or race,
which is a clear indication of bias.

2. Debiasing Framework
Before applying our debiasing framework, we set α = 5,

which controls the magnitude of edit, to get outputs from
StyleCLIP [9]. Similarly, we set the default value of sI =
1.5 (image conditioning) and sT = 7.5 (text conditioning)
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Figure 3. Additional GradCAM visualization on different professions.

(a) Gender (b) Race

Figure 4. Percentage of variance explained.

in InstructPix2Pix [2] to get outputs from it.

2.1. Text-based Debiasing

We collect gender pairs from [1]. These pairs are as
follows: (‘woman’, ‘man’), (‘girl’, ‘boy’), (‘she’, ‘he’),
(‘mother’, ‘father’), (‘daughter’, ‘son’), (‘gal’, ‘guy’), (‘fe-
male’, ‘male’), (‘her’, ‘his’), (‘herself’, ‘himself’), (‘Mary’,
‘John’). For racial words, we first use the triplets from [7]:
(“black”, “caucasian”, “asian”), (“african”, “caucasian”,
“asian”), (“black”, “white”, “asian”), (“africa”, “america”,
“asia”), (“africa”, “america”, “china”), (“africa”, “europe”,
“asia”). In addition, we utilize the most commonly occur-
ring names from [3] for each ethnicity. Examples of these
names and their respective ethnicities are as follows: “Asian
Americans”: Jaegwon Kim, Amartya Sen; “African Ameri-
cans”: Mahershala Ali, Ajiona Alexus; “European Amer-
icans”: Jerome Connor, William Harnett; “Hispanic and
Latino Americans”: Jennifer Lopez, Jorge Garcia. To iden-
tify racial subspaces, we randomly generate 250 pairs of
names by selecting two distinct ethnicities from the afore-
mentioned list of names. The complete list of names can be
found in [11].

To conduct Principal Component Analysis (PCA) on text
embeddings, we start by computing the mean of word pairs
or triplets. For instance, if

−→
she represents the text embed-

ding for the word “she”, and
−→
he represents the text em-

bedding for the word “he”, then we compute the mean as
−−−−→cshe−he = (

−→
she +

−→
he)/2. Next, we center each pair of

text embeddings using their respective mean, i.e.,
−−→
shec =

−→
she − −−−−→cshe−he and

−→
hec =

−→
he − −−−−→cshe−he. We then stack all

these mean-centered embeddings and perform PCA. Sim-
ilarly, for race triplet words, we calculate the mean as
(
−−−−−→
“black” +

−−−−−−−−→
“caucasian” +

−−−−−→
“asian”)/3 and center each

triplet of word embeddings. Pairs of embeddings of differ-
ent ethnic names are mean centered similarly.

For gender and race words, we conduct PCA separately.
To obtain a combined subspace for debiasing, we concate-
nate all the principal components from gender and race.
Specifically, if G represents the principal components for
the Gender subspace, and R represents the principal com-
ponents for the race subspace, then we can jointly perform
debiasing for both Gender and Race by using the concate-

nation
[
G
R

]
.

Figure 4 shows how much of the variance is explained
when we perform PCA on these gender and racial words.
For example, the first principal component of the gender
words explains more than 60% of the total variance (Fig-
ure 4a), which suggests there is a direction that is highly
correlated to gender words. Unfortunately, the same cannot
be said for racial words (Figure 4b), which explains why
text-based debiasing does not work well for removing racial
biases.

2.2. Gradient-based Debiasing

To calculate the loss, we utilize the Adam optimizer [6]
with a learning rate of 0.2 for FFHQ and SOHQ pre-trained
StyleCLIP and 0.001 for InstructPix2Pix, and all the hy-
perparameters in Equation 5 in the main paper are set to 1,
except for β1 for CLIP, which is set to 5.0. We perform 100
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Table 2. Impact of different combinations of identity preserving
losses in our gradient-based approach.

Model Attribute Gradient-based Debiasing

CLIP+ID CLIP+LPIPS CLIP+ID+LPIPS

StyleCLIP (FFHQ)

Gender ↓ 0.2329 0.1661 0.1183
Race ↓ 0.0882 0.0837 0.0500
Age ↓ 0.1018 0.0915 0.0630

Profession ↑ 0.1261 0.1212 0.1090

StyleCLIP (SOHQ)

Gender ↓ 0.1434 0.0736 0.0712
Race ↓ 0.1177 0.0874 0.0744
Age ↓ 0.0935 0.0585 0.0518

Profession ↑ 0.2577 0.2215 0.2443

InstructPix2Pix

Gender ↓ 0.0916 0.4332 0.0644
Race ↓ 0.1152 0.2238 0.1467
Age ↓ 0.0732 0.1308 0.0785

Profession ↑ 0.2156 0.3060 0.2192

steps for the optimization for StyleCLIP and 50 steps for
InstructPix2Pix.

To extract faces during optimization to apply identity-
preserving losses, we first employ dlib [5] facial recogni-
tion, which provides us with landmark and bounding box
coordinates for faces. We use these coordinates to mask out
everything except faces when computing the ID and LPIPS
loss. This restricts the model to focus only on faces for pre-
serving identity.

To evaluate the impact of each identity-preserving loss,
we conduct an ablation study by comparing the perfor-
mance of CLIP with each additional loss separately and all
losses combined. We randomly generate 10 images for each
of the 14 professions and apply the following combinations
of losses to each image by setting the respective β values to
zero: CLIP+ID, CLIP+LPIPS, and CLIP+LPIPS+ID. The
results of the ablation study are shown in Table 2.

As observed, the combination of all three losses achieves
the lowest scores for all protected attributes while only
slightly compromising profession prediction scores. As dis-
cussed in the main paper, preserving the identity of the per-
son is crucial, and a small change in the protected attribute
score can significantly alter a person’s identity. In contrast,
changes in the profession prediction score still depict the
profession sufficiently, even if there is a slight decrease in
the score. The qualitative results from the ablation study
are illustrated in Figure 8 in the main paper. Finally, when
applying the CLIP loss (Equation 4 in the main paper), we
have the option to use either the original text embedding
from CLIP or apply our text-based debiasing steps to ob-
tain a debiased text embedding. For this, we do similar ex-
periments as before and randomly generate 10 images for
each of the 14 professions for each pre-trained model. Our
experiments have shown that using the original text embed-
ding yields better results in most cases (see Table 3). In
particular, using the original text embedding provides bet-
ter performance for profession prediction scores while still
minimizing gender/race/age differences in most cases.

Table 3. Comparison between using original vs. debiased text em-
bedding in our gradient-based approach.

Model Attribute Gradient-based Debiasing

Debiased Text Emb. Original Text Emb.

StyleCLIP (FFHQ)

Gender ↓ 0.1382 0.1254
Race ↓ 0.0519 0.0424
Age ↓ 0.0724 0.0640

Profession ↑ 0.1079 0.1221

StyleCLIP (SOHQ)

Gender ↓ 0.0772 0.0657
Race ↓ 0.0657 0.0671
Age ↓ 0.0519 0.0520

Profession ↑ 0.1583 0.1982

InstructPix2Pix

Gender ↓ 0.0073 0.0644
Race ↓ 0.0994 0.1467
Age ↓ 0.0507 0.0785

Profession ↑ 0.1176 0.2192
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Figure 5. Different queries can impact different facial attributes,
such as smiling or wearing eyeglasses. Here, the examples are
shown from StyleCLIP.

2.3. Other Types of Biases

Our paper primarily focuses on exposing gender and
racial biases in various occupation-related search queries.
However, biases of different kinds can manifest in other
types of queries as well. As an example, biases can also be
indicated by certain attributes such as a smile being associ-
ated with kindness or success, eyeglasses being linked to in-
telligence, or the absence of eyeglasses indicating power, as
shown in Figure 5. In addition, the figure demonstrates that
text-based debiasing approaches are insufficient in these
scenarios. This is because the text-based approach relies
on the gender and race subspace, making it incapable of ad-
dressing biases beyond those categories. In contrast, our
gradient-based method performs well even in these cases,
as it does not rely on specific keywords or queries.
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2.4. Additional Examples

We provide additional examples of the comparison
among the outputs of InstructPix2Pix, StyleCLIP and our
debiasing framework for each of the 14 professions in Fig-
ure 6, Figure 7 and 8 respectively.
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Figure 6. Additional examples for InstructPix2Pix for each of the 14 professions.
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Figure 7. Additional examples for StyleCLIP (FFHQ) for each of the 14 professions.
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Figure 8. Additional examples for StyleCLIP (SOHQ) model for each of the 14 professions.
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