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1. Implementation Details

We use Cylinder3D [0] as a baseline 3D model. For the
mean teacher, we follow convention and set the update hy-
perparameter o = 0.999 [4]. For the domain adaptive 2D
pipeline we follow DAFormer [3]. We heuristically balance
the losses by setting A = 0.001 and A\, = 10. For semi-
supervised, we restrict set A in FOVMix to labeled frames
to ensure we have direct supervision in all samples and do
additional rotation augmentation before the FOVMix oper-
ations to increase variability.

2. Datasets

We run our experiments on the ScribbleKITTI [5] dataset
that provides realistic weak labels for LiDAR semantic
segmentation in the form of scribbles. ScribbleKITTI is
built on SemanticKITTI [1, 2], the most popular large-scale
outdoor-scene dataset for LiDAR semantic segmentation,
shares the same valid-set. The weak labels only provide
annotations to 8% of the point count and completely forgo
class boundaries. Thus, compared to dense annotations, la-
beling times are reduced by 10 fold.

For the 2D syntetic training, we use the GTA-V dataset
which contains 24966 synthetic images with pixel level se-
mantic annotation. The images are generated using a mod-
ded version of the open-world video game Grand Theft
Auto 5.
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