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1. Implementation Details

The implementation details are provided in the main pa-
per here we are providing more details about the imple-
mentation and model complexity. The proposed model for
this study uses a convolutional architecture, specifically
ResNet50, as the base network. The input image, repre-
sented by I ∈ R3×H×W , is passed through the base CNN to
produce a low-resolution feature map with various channels.
For multi-scale feature extraction, the feature maps from the
last three blocks are collected. Each feature map has a fixed
shape of HW in terms of channels, but with varying num-
bers of channels, denoted as C0, C1, C2. Optical Character
Recognition (OCR) is also utilized for text feature extraction,
which is then tokenized using the BERT tokenizer. A 2D
spatial positional embedding is appended to each word. The
image pixel features are represented by a 256-dimensional
feature in the image feature map, while each word token is
projected to a 256-dimensional feature using a linear layer.
The joint flatten feature of the text and image is then sent
to the encoder layer. The decoder uses object queries, with
N = 300 in this study. Domain classifiers are added to
the encoder and decoder layers to discriminate between the
source and target domains. The domain classifier loss is
used to align the source and target domains. We have the
initial learning rate of 1e−4 and it reduced to 1e−5 after 40
epoch of training. The model is trained for the 50 epoch with
the above given step size learning rate. The weight to do-
main adaption loss is 0.1 and weight decay 0.001 is used the
complete training. The model contains ∼ 65M parameter,
where 24M parameters are in the BERTs word embedding
and ∼ 23M parameter are in the backbone ResNet50 model.

1.1. Deformable Encoder

The purpose of our multi-scale multi-modal deformable
transformer module is to improve upon the standard de-
formable attention layer found in the deformable transformer
model. This module takes in multi-modal input and produces
output of equal dimensions. To extract the multi-scale fea-
ture map, we use the last three stages of the ResNet50 [2].

These stages yield feature maps of varying resolutions, with
the final stage producing the lowest resolution map. As the
number of channels in each stage’s feature map is relatively
large, we apply a d = 256, 1 × 1 convolution filter to re-
duce the number of channels to a manageable size. We also
reduce the text size and its corresponding 2D positional in-
formation to a dimension of d = 256. We set the maximum
token size to 256 and convert it to a feature map of size
16× 16. The image and text yield four feature maps of size
{Wi ×Hi × d}4i=1. To use these feature maps as input for
the encoder, we reshape them to size WiHi × d and con-
catenate them along the dimension of HiWi. The key and
query elements for this module are derived from the pixels
in the Multi-Modal Multi-Scale (MMMS) feature maps. To
determine the feature level of each query pixel, we employ a
method similar to that utilized in the DDETR [6].

1.2. Deformable Decoder

The decoder in our model is similar to the one proposed
in DDETR [1], which includes self-attention and cross-
attention modules. These attentions are focused on object
queries, which are specialized to identify objects within var-
ious regions of the image. In the cross-attention module,
object queries obtain features from the feature maps, while
the keys are the output feature maps from the encoder. In
the self-attention module, object queries interact with each
other, using the object queries as the key elements. For more
details on this, please refer to [1, 6].

1.3. Prediction Network (PN)

The Prediction Network (PN) is a fully connected neural
network that is used to predict the bounding box coordinates,
including the box center, height, and width. There is also
a linear projection layer that is utilized to predict the class
label, with an output size of three for predicting positive,
negative, and no-object categories. The PN has N predic-
tions, which is significantly larger than the number of actual
objects present in a single image (cite reference).
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Figure 1. The example of the diverse samples from our annotated dataset. We can observe that samples are unbounded by category and are
highly diverse in nature because of the unstructured nature of the catalogs and multi-modal information.



Figure 2. The predicted bounding box for the catalog dataset as compared to the ground truth given in the figure-1. We can observe that on
the complex multi-modal catalog the proposed model shows promising results.



2. Results and Discussion

In this section we are showing the diversity of the dataset
samples and some qualitative results. The samples shown
in the Figure-1 from various catalogs like handbags, bed-
linen, suits, jacket etc. As we observe that these samples are
highly complex and the spatial alignment of the image and
text such that model can predict both into a same bounding
box is challenging. This problem is completely different
compared to recent multimodal object detection [3–5] where
they focus to image search in the unimodal domain given the
another mode of information. Also, they does not require to
preserve the spatial information on the text since no text is
there in their images.

2.1. Dataset Diversity

In the Figure-1 we have shown the few samples from the
catalog dataset. We can observe that samples are extremely
diverse in nature and the multi-modal interaction between
the product image and descriptions makes the problem even
more harder. The samples of the same class (e.g. elec-
tronics) shows high diversity, also the same product across
the different sellers are extremely diverse. Because of the
high inter-class and intra-class diversity and multiple prod-
uct interaction model gets confused and predict the incorrect
bounding boxes.

2.2. Qualitative Results

The Figure-2 shows the qualitative results predicted by
the proposed model. We can observe that model shows the
promising result as compared to the ground truth and most
of the time model predict the bounding box correctly. In the
image [1,1] ([row, col]) image is incorrectly predicted by
model. The image contains four product while model predict
three, this is because of the complex nature of the image
and the description. The model confuses the image and
corresponding description and predicts the wrong bounding
box for the product.
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