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S.1. Overview

We document here the network structure, some addi-
tional results, and one more ablation study. The network
diagram is shown in Figure. S.1. It is directly taken from the
classification structure of edge-conv [2] with a few changes
to the number of intermediate channels and the shape of the
output vector. The per category KeyGNet results of LMO
and YCB-V datasets evaluated by ADD(S) and ADD(S)
AUC in both SISO and MIMO modes on all three methods
tested are shown in Table. S.2, Table. S.3, and Table. S.4.
KeyGNet keypoints improved the perfomance for all ob-
jects, in all datasets, among all three methods tested. The
BOP AR (Average Recall) of Visible Surface Discrepancy
(ARysp), Maximum Symmetry-Aware Surface Distance
(ARyssp), Maximum Symmetry-Aware Projection Dis-
tance (AR)sspp), and the overall average are reported in
Table. S.5. All these metrics are improved in all six core
datasets when the KeyGNet keypoints are used. Last but not
least, the SISO-MIMO gap is reduced by using KeyGNet
keypoints for all objects in YCB-V, as shown in Table. S.6.

S.2. Classical Distance Measure vs. KeyGNet

Instead of training a network, keypoints can be selected
by measuring the Wasserstein distance directlyon a collec-
tion of sets of keypoints. We conduct a test by comparing
the trained KeyGNet with a classical RANSAC [1] style
algorithm. The collection of initial keypoint sets are se-
lected either relatively randomly in a region centered at the
bounding box’s corners, or completely randomly in a sphere
within the object reference frame of the CAD model. The
Wasserstein distances and the dispersion scores are then cal-
culated for each set of the keypoints. The algorithm repeats
for N times and the keypoints with the minimum Wasser-
stein distances and the maximum dispersion scores are se-
lected.

We test the keypoints using RCVPose on LMO and com-
pare the ADD(S) metric with KeyGNet. The results are
shown in Table. S.1. It can be seen that he keypoints se-
lected with an initial location of bounding box corners are

LMO Random
Object BBox | Sphere KGN
ape 53.7 552 65
can 80.8 83.2 96.4
cat 44.1 47.3 58
driller 70.6 73.4 82.1
duck 42.1 48.2 65.6
eggbox 70.1 743 82.2
glue 66.2 67.3 75.1
holepuncher | 68.5 72.5 81.2
average 62 65.2 75.6

Table S.1. ADD(S) of RCVPose [3] on LMO using keypoints
selected randomly (BBox, Sphere) vs. with KeyGNet (KGN).
The randomly selected keypoints use RANSAC to minimize the
Wasserstein distance measure.

3.2% on average worse than those selected with completely
random initial locations. This is possibly due to the restric-
tions caused by the initial input locations of BBox corners.
The learned KeyGNet keypoints have the best performance
for all objects in LMO, boosting the ADD(S) by 13.6% and
10.4% compared to those randomly selected.
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Figure S.1. KeyGNet Network Structure. The network is based on the classification structure of edge-conv [2]. The spatial transform block
and edge-conv blocks are exactly the same as in the original setup. The output vector is reshaped to Nx X 3 keypoints.

SISO MIMO
LMO PVNet PVN3D RCVPose PVNet PVN3D RCVPose
object FPS KGN FPS KGN BBox KGN FPS KGN FPS | KGN | BBox KGN
ape 15.8 21.2 33.9 40.2 61.3 65.4 8.2 20.9 25.7 1 399 | 571 65
can 63.3 74.2 88.6 93.7 93 96.4 51.1 74.2 774 | 93.7 | 90.1 96.4
cat 16.7 223 39.1 49.2 51.2 58.2 9.6 223 315 | 489 | 455 58
driller 65.7 76.6 78.4 88.3 78.8 81.7 57.5 76.6 68.1 | 88.3 71.5 82.1
duck 25.2 30.2 41.9 47.6 534 65.2 14.1 29.9 322 | 472 | 462 65.6
eggbox 50.2 57.8 80.9 85.2 82.3 82 38 57.8 70.7 | 852 | 80.2 82.2
glue 49.6 59.7 68.1 71.2 72.9 74.9 42.9 59.7 583 | 76.8 | 66.6 75.1
holepuncher | 39.7 42.3 74.7 82.3 75.8 81.2 324 42.3 67.5 | 823 | 73.7 81.2
average 40.8 | 48 (+7.2) | 63.2 | 70.5(+7.3) | T1.1 | 75.5(+4.4) | 31.7 | 47.9 (+16.2) | 53.9 | 70.3 64.8 | 75.6 (+10.8)

Table S.2. LMO Results: The ADD(S) AUC comparison of three keypoint voting-based methods (PVNet, PVN3D, RCVPose) using
initially defined keypoints (FPS, BBox) and optimized keypoints (KGN) generated by KeyGNet.

YCB PVNet PVN3D RCVPose

object FPS | KGN | FPS | KGN | BBox | KGN
002_master_chef_can 546 | 69.5 | 753 | 84.8 92.1 | 951
003 _cracker_box 66.2 | 78.8 | 87.0 | 96.5 94.3 96.4
004 _sugar_box 66.3 | 76.1 | 909 | 96.5 | 942 | 97.7
005_tomato_soupcan 622 | 747 | 81.5 | 928 | 91.5 | 96.7
006_mustard_bottle 67.6 | 824 | 893 | 97.7 | 942 | 969
007Auna._fish_can 649 | 77.0 | 87.0 | 957 | 942 | 964
008_pudding_box 76.6 | 852 | 903 | 975 | 954 | 97.0
009_gelatin_box 714 | 88.8 | 90.6 | 97.5 | 926 | 974
010_potted_meat_can | 69.5 | 84.1 | 82.5 | 93.7 | 88.1 93.9
011_banana 679 | 76.8 | 909 | 97.2 | 949 | 975
019_pitcher_base 67.8 | 769 | 88.1 | 97.5 | 93.1 97.9
021 _bleach_cleanser 702 | 749 | 922 | 96.6 954 98.4
024 _bowl* 669 | 783 | 873 | 956 | 910 | 973
025_mug 715 | 79.8 | 91.8 | 96.5 | 942 | 96.9
035_power_drill 67.6 | 81.7 | 89.2 | 969 | 93.7 | 975
036_wood_block* 574 | 852 | 829 | 92.8 | 89.7 | 933
037 _scissors 642 | 804 | 832 | 915 | 923 | 959
040_large_marker 65.5 | 819 | 842 | 88.0 | 8.5 | 95.6
051 _large_clamp* 557 | 66.5 | 844 | 885 | 90.5 | 97.6
052_extra_large_clamp* | 52.6 | 61.4 | 77.8 | 94.1 | 925 | 96.0
061_loam_brick* 609 | 79.6 | 894 | 97.8 | 922 | 972
average 65.1 | 78.1 | 86.5 | 94.6 | 925 | 96.6

Table S.3. YCB-V Results. The ADD(S) AUC comparison of three keypoint voting-based methods (PVNet, PVN3D, RCVPose) in MIMO
mode using initially defined keypoints (FPS, BBox) and optimized keypoints (KGN) generated by KeyGNet.



YCB PVNet PVN3D RCVPose
object FPS | KGN | FPS | KGN | BBox | KGN
002_master_chef_can 60.2 70 79.3 | 85.2 94.7 | 96.2
003 _cracker_box 70.7 | 794 | 91.5 | 96.7 96.4 97.4
004 _sugar_box 732 | 76.6 | 969 | 97.3 | 97.6 | 98.7
005 _tomato_soupcan 67.7 | 75.1 | 89.0 | 932 | 954 | 97.6
006_mustard_bottle 76.5 83 97.9 | 98.2 97.7 98.2
007Auna_fish_can 713 | 77.2 1907 | 963 | 96.7 | 974
008_pudding_box 80.1 | 854 | 97.1 | 981 | 974 | 979

009_gelatin_box 812 | 8.1 | 983 | 983 | 979 | 983
010_potted_meat_can | 769 | 84.6 | 87.9 | 942 | 92.6 | 953
011_banana 732 | 77.6 | 96.0 | 97.6 | 972 | 984

019_pitcher_base 743 | 774 | 969 | 98.0 96.7 99.2
021 _bleach_cleanser 709 | 754 | 959 | 973 98.4 99.3

024 _bowl* 69.7 79 92.8 | 964 | 953 98.2
025_mug 753 | 80.6 | 96.0 | 97.1 | 97.1 98
035_power _drill 74.3 82 95.7 | 97.2 | 969 | 98.3
036_wood_block* 70.2 | 85.8 | 91.1 | 93.2 | 90.7 | 94.3
037 _scissors 66.4 81 87.2 | 92.1 949 | 97.2

040_large_marker 673 | 824 |91.6 | 943 | 932 | 96.3
051_large_clamp* 66.2 | 722 | 956 | 96.2 | 96.2 | 98.3
052 _extra_large_clamp* | 63.4 | 669 | 90.5 | 94.7 | 95.1 | 97.2
061 _loam _brick* 70.2 | 80.3 | 98.2 | 98.4 96.6 98.2
average 734 1 79.1 | 923 | 957 | 959 | 97.6

Table S.4. YCB-V Results. The ADD(S) AUC comparison of three keypoint voting-based methods (PVNet, PVN3D, RCVPose) in SISO
mode using initially defined keypoints (FPS, BBox) and optimized keypoints (KGN) generated by KeyGNet.



PVNet PVN3D RCVPose

FPS | BBox | KGN | FPS | BBox | KGN | FPS | BBox | KGN
LMO | 482 | 402 | 524 | 70.6 | 653 | 72.7 | 71.7 | 725 | 76.9
YCB-V | 782 | 704 | 82.7 | 769 | 754 | 83.6 | 83.7 | 84.4 | 883
TLESS | 65.7 | 58.7 | 67.2 | 683 | 66.7 | 722 | 704 | 70.8 | 75.3
ARysp TUDL | 90.5 | 855 | 925 | 873 | 8.2 | 919 | 972 | 98.0 | 994
IC-BIN | 70.6 | 643 | 726 | 672 | 634 | 739 | 73.7 | 74.1 | 804
ITODO | 42.4 | 335 | 447 | 432 | 41.7 | 47.7 | 482 | 50.7 | 50.8
HB 77.1 | 743 | 78.7 | 784 | 756 | 844 | 81.6 | 825 | 859
LMO | 664 | 602 | 702 | 625 | 61.3 | 69.3 | 72.7 | 734 | 73.6
YCB-V | 773 | 68.7 | 79.8 | 799 | 774 | 829 | 83.8 | 86.3 | 89.6
TLESS | 70.2 | 64.7 | 72.0 | 643 | 623 | 66.5 | 70.8 | 72.3 | 73.3
ARpyssp | TUDL | 90.6 | 847 | 91.8 | 919 | 88.9 | 93.1 | 96.7 | 97.5 | 98.5
IC-BIN | 69.0 | 60.2 | 71.5 | 72.1 | 709 | 784 | 73.2 | 739 | 73.8
ITODO | 51.2 | 433 | 51.3 | 526 | 51.7 | 583 | 562 | 572 | 64.2
HB 855 | 823 | 90.2 | 853 | 842 | 882 | 88.6 | 89.0 | 90.4
LMO | 692 | 623 | 71.7 | 66.0 | 643 | 67.7 | 73.7 | 749 | 79.7
YCB-V | 76.7 | 72.1 77.0 | 76.5 | 754 | 81.2 | 83.7 | 849 | 88.1
TLESS | 673 | 602 | 71.1 | 693 | 67.8 | 72.1 | 70.2 | 71.5 | 77.7
ARpyspp | TUDL | 93.7 | 902 | 949 | 91.2 | 90.2 | 95.1 | 96.7 | 97.8 | 98.6
IC-BIN | 723 | 643 | 754 | 71.8 | 702 | 77.6 | 72.7 | 739 | 75.6
ITODO | 503 | 42.7 | 523 | 527 | 513 | 556 | 556 | 56.2 | 594
HB 84.8 | 81.2 | 86.0 | 84.7 | 834 | 90.2 | 89.2 | 90.5 | 93.0
LMO | 613 | 542 | 648 | 66.4 | 63.6 | 69.9 | 72.7 | 73.6 | 76.7
YCB-V | 774 | 704 | 79.8 | 77.8 | 76.1 82.6 | 83.7 | 852 | 88.7
TLESS | 67.7 | 612 | 70.1 | 67.3 | 65.6 | 70.3 | 70.5 | 71.5 | 754
ARgyerage | TUDL | 916 | 86.8 | 93.1 | 90.1 | 884 | 934 | 969 | 97.8 | 98.8
IC-BIN | 70.6 | 629 | 732 | 682 | 704 | 76.6 | 73.2 | 74.0 | 76.6
ITODO | 48.0 | 39.8 | 494 | 482 | 495 | 539 | 533 | 547 | 58.1
HB 82.5 | 79.3 85.0 | 82.8 | 81.1 87.6 | 86.5 | 87.3 | 89.7
Overall Average 713 | 64.9 73.6 | 72.0 | 70.7 76.3 | 76.7 77 80.6

Metric Dataset

Table S.5. BOP Core Dataset Results. The Average Recall (AR) of Visible Surface Discrepancy (ARv sp), Maximum Symmetry-Aware
Surface Distance (ARarssp), Maximum Symmetry-Aware Projection Distance (AR spp), and the overall average for all six BOP core
datasets are reported for three methods by using keypoints selected by the original method (FPS/BBox) and KeyGNet (KGN).



YCB-V PVNet PVN3D RCVPose
object FPS | KGN | FPS | KGN | BBox | KGN
002_master_chef_can -5.6 -0.5 -4.0 -04 -2.6 -1.1
003_cracker_box -4.5 -0.6 -4.5 -0.2 2.1 -1.0
004 _sugar_box -6.9 -0.5 -6.0 | -0.8 -34 -1.0
005 _tomato_soupcan -5.5 -0.4 -7.5 -04 -39 -0.9
006_mustard_bottle -89 | -06 | -86 | -0.5 -3.5 -1.3
007Auna_fish_can -6.4 -0.2 -3.7 -0.6 -2.5 -1.0
008_pudding_box 35 | 02 | -6.8 | -0.6 -2.0 -0.9
009_gelatin_box -9.8 -0.3 -1.7 -0.8 -5.3 -0.9
010_potted_meat_can -7.4 -0.5 -5.4 -0.5 -4.5 -1.4
011_banana 53 | -08 | -5.1 -0.4 -2.3 -0.9
019_pitcher_base -6.5 -0.5 -8.8 -0.5 -3.6 -1.3
021 _bleach_cleanser -0.7 -0.5 -3.7 -0.7 -3.0 -0.9
024 _bowl* 28 | 07 | 55 | -0.8 -4.3 -0.9
025_mug 3.8 | -0.8 | 42 | -0.6 -2.9 -1.1
035_power _drill -6.7 | 03 | -65 -0.3 -3.2 -0.8
036_wood_block* -128 | 0.6 | -82 | -04 -1.0 -1.0
037 _scissors 2.2 -0.6 -4.0 -0.6 -2.6 -1.3
040_large_marker -1.8 -0.5 74 | -6.3 -6.7 -0.7
051_large_clamp* -105 | =57 | -11.2 | 7.7 -5.7 -0.7
052_extra_large_clamp* | -10.8 | -5.5 | -12.7 | -0.6 -2.6 -1.2
061 _loam_brick* 93 | -07 | -88 | -0.6 -4.4 -1.0
average -6.3 -1.0 -6.7 | -12 -34 -1.0

Table S.6. SISO-MIMO performance gap on YCB-V. The change in ADD(S) when converting from SISO to MIMO, for keypoints sampled
heuristically (FPS or BBox) and KeyGNet (KGN). There is a relatively small change in ADD(S) AUC when the PE network is trained
simultaneously on multiple objects using KGN keypoints.



