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This document serves as supplementary material, including

• Sec. A visualizes the synthetic training data;

• Sec. B provides the details of evaluations;

• Sec. C visualizes the proposed DocReal benchmark;

• Sec. D presents numerical results of robustness;

• Sec. E conducts a case study of the rectification;

• Sec. F conducts an ablation study of our method.

A. Synthetic Training Data
We synthesized 2D training data with 3D deformations,

along with additional deformation types generated by our
formulas. Furthermore, we added various types of noise to
2D images to augment the training data, such as moire pat-
terns, fingerprints, shadows, and others, as shown in Fig. 1.

        (a) Curled                                       (b) Skew

 (c) Perspective                                 (d) Folded

Figure 1. Synthetic training data with various types of noise.

*Work done during Fangchen Yu’s internship at vivo AI Lab
†Corresponding author: wyli@cuhk.edu.cn

B. Evaluation Details
We evaluated the MS-SSIM and LD metrics on MAT-

LAB R2023a using the same evaluation codes and SSIM
weights in [2, 6]. We evaluated ED and CER metrics in an
OCR engine on a Windows 10 system with Tesseract v5.3.0,
pytesseract v0.3.10, and “chi sim best” language file1.

C. Visualization of DocReal Benchmark
Fig. 2 visualizes the first Chinese distorted image bench-

mark, DocReal, including 200 images with 5 deformations.

Curled Skew Perspective Folded Flat

Figure 2. Distorted images in the DocReal benchmark.

1https : / / github . com / tesseract - ocr / tessdata _
best/blob/main/chi_sim.traineddata
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D. Numerical Results
Table 1 summarizes the numerical results of the robust-

ness comparisons, as reported in Fig. 7 of the main text. The
results demonstrate the superior and robust performance of
the proposed method on different types of deformations.

Table 1. Quantitative comparisons of robustness on the
DocReal benchmark. “↑” indicates the higher the better and “↓”
means the opposite. Bold font indicates the best.

Deformation Curled Skew Perspective Folded
Metric MS-SSIM ↑
Distorted 0.323 0.302 0.298 0.330
DocProj 0.322 0.299 0.293 0.329
DocTr 0.540 0.561 0.509 0.585
DDCP 0.483 0.456 0.408 0.500
DocGeoNet 0.545 0.569 0.502 0.578
PaperEdge 0.508 0.531 0.480 0.561
DocTr++ 0.473 0.436 0.396 0.474
Ours 0.547 0.570 0.511 0.605
Metric LD ↓
Distorted 32.02 38.61 41.65 34.60
DocProj 29.88 36.10 40.28 32.20
DocTr 13.45 11.55 15.23 9.93
DDCP 15.07 15.28 20.56 13.46
DocGeoNet 13.32 11.49 13.89 9.14
PaperEdge 12.31 10.99 13.06 8.67
DocTr++ 17.23 20.13 23.38 20.23
Ours 10.62 9.36 10.55 8.06

E. Case Study
As a reminder, our proposed method aims to address two

significant issues: background residue and reduced read-
ability. We conduct a detailed case study to better illustrate
the limitations of existing image dewarping methods.

Limitations of Previous SOTA and Our Improvements.
Despite having comparable MS-SSIMs with our method,
previous state-of-the-art (SOTA) methods (i.e., DocTr [2],
DocGeoNet [3], and DocTr++ [1]) still face challenges with
residual background and reduced readability. Environmen-
tal noise, such as obstructions, similar background colors,
and interference lines, may result in residual backgrounds,
as illustrated in Fig. 3. Furthermore, these methods exhibit
limited robustness for different text types, such as receipts
(row 2 in Fig. 3), certificates (row 3 in Fig. 3), and tick-
ets (row 5 in Fig. 3). As a result, they may produce de-
warped images with severe deformations, further compro-
mising their readability. Additionally, they also exhibit lim-
ited performance in terms of readability, as evidenced by
curved tables (row 1 in Fig. 4), slanted text (rows 2-3 in
Fig. 4), and twisted paper (rows 4-5 in Fig. 4). In compari-
son, our proposed method exhibits significant superiority in
terms of background removal and text readability.

DocTr DocGeoNet DocTr++ Ours

Figure 3. Case study of background removal.

DocTr DocGeoNet DocTr++ Ours

Figure 4. Case study of text readability.
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Differences Between Our Method and Existing Works.
We address the limitations of the DDCP [9] method’s resid-
ual backgrounds and Enet [5] network’s reduced readability.

• Regarding the background removal, as shown in Fig. 6:
The DDCP method aims to remove backgrounds by ac-
curately predicting control points, capturing the docu-
ment’s body and deformation. However, in practice,
due to various shooting environments, complex back-
grounds, and diverse document types, predicting these
control points is notably challenging, undermining its
effectiveness and leaving some residual backgrounds.
Meanwhile, simply merging Enet with DDCP might
lead to suboptimal outcomes, producing overcropped
images and omitting vital details due to imprecise con-
trol point prediction. In contrast, our approach predicts
control points using preliminary results from the Enet
method. This effectively addresses the issue and en-
hances prediction accuracy, as illustrated in Table 2.

• Regarding the text readability, as shown in Fig. 7:
While Enet is proficient in background removal, it can
inadvertently deform content, diminishing text read-
ability. This might severely distort text and table lines.
To mitigate this, we integrate Enet with the attention-
enhanced control point (AECP) module, ensuring a
more reliable solution that preserves the document’s
structure and enhances its readability.

Table 2. Improvements of our method on the existing works.
“↑” indicates the higher the better and “↓” means the opposite.

Dataset Method MS-SSIM ↑ LD ↓ ED ↓ CER ↓

DocUNet

DDCP 0.47 8.77 504.15 0.1811
Enet 0.47 8.08 760.52 0.2692
Enet+DDCP 0.31 20.09 593.63 0.2387
Ours 0.50 7.03 359.90 0.1441

DocReal

DDCP 0.46 16.04 478.79 0.4688
Enet 0.52 11.32 526.24 0.5527
Enet+DDCP 0.44 21.18 501.38 0.5889
Ours 0.56 9.83 414.91 0.4582

Limitation of the Evaluation Metric. Although our
method produces comparable MS-SSIM results, it outper-
forms existing methods in terms of removing backgrounds
and producing more readable images, as shown in Fig. 5.

Distorted DocTr DocGeoNet DocTr++

DDCP Enet Enet + DDCP Ours

MS-SSIM=0.27         MS-SSIM=0.63         MS-SSIM=0.64        MS-SSIM=0.71

MS-SSIM=0.52         MS-SSIM=0.66         MS-SSIM=0.56        MS-SSIM=0.65

Figure 5. Limitation of MS-SSIM and improved visualization.

DDCP Enet Enet + DDCP Ours

Figure 6. Our improvements on background removal.

DDCP Enet Enet + DDCP Ours

Figure 7. Our improvements on text readability.
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F. Ablation Study
We conduct a detailed ablation study on the DocReal

benchmark to evaluate the effectiveness of our proposed
method. Our model, which incorporates the Enet archi-
tecture and attention-enhanced control point (AECP) mod-
ule, features four submodules, as discussed in the main text.
Due to limited computation resources, we focus on the con-
tributions of three modules: Enet, attention, and dilation
pyramid. Ablation results on the DocUNet and DocReal
benchmarks are presented in Table 3.

Our study brings to light the following insights:

(a) Excluding Enet leads to subpar outcomes due to resid-
ual backgrounds. Moreover, without Enet, the efficacy
of the attention module is hampered, yielding inaccu-
rate document structures.

(b) Using the preliminary output from Enet, the attention
module markedly boosts OCR performance, reflecting
in improved ED and CER metrics. This is achieved
by both text flattening and precise document structure
recognition.

(c) The dilation pyramid module is pivotal in enhancing
our model’s effectiveness, impacting image similari-
ties and OCR performance. This potent technique al-
lows the network to harness multi-scale features, mak-
ing it highly adept for imaging tasks [4, 8].

By weaving together Enet with the attention-enhanced con-
trol point (AECP) module, our model delivers superior de-
warping outcomes in both image similarities and OCR per-
formance, as illustrated in Figs. 8 and 9, respectively.

Scientific Justification of Model Designs: Our design
choices, grounded in both empirical results and prior re-
search, yield an architecture optimized for performance,
which we elucidate below.

1) Strategic Positioning of Attention Modules: We
strategically position the attention module post-shallow fea-
tures (green in Fig. 2 of the main text) to accentuate tex-
ture and lighting nuances. An additional attention module
post-deep features (blue in Fig. 2 of the main text) serves to
underline text lines and global deformities. We plan to con-
duct further ablation experiments of locations of attention
modules in the future.

2) Channel and Spatial Attention: For insights into the
channel attention’s positioning, [8] offers clarity. Moreover,
the Convolutional Block Attention Module (CBAM) paper
[7] elucidates the “C & S” sequence relationships, further
validating our choices.

3) Efficacy of the Dilation Pyramid: We have rigor-
ously tested the merits of dilated convolution with a dilation
pyramid, as shown in Table 3. Our findings unambiguously

indicate the pronounced advantages of this sub-module, re-
inforcing its inclusion in our design.

4) Sub-module Foundations: For a thorough under-
standing of the foundational aspects of the green, blue, and
orange sub-modules elucidated in the main text, [8] serves
as a comprehensive reference.

Table 3. Ablation study of modules on the DocUNet and
DocReal benchmarks. “↑” indicates the higher the better and “↓”
means the opposite. Bold font indicates best.

Dataset DocUNet DocReal

Module Setting MS-SSIM ↑ LD ↓ MS-SSIM ↑ LD ↓

Enet w/ (d) 0.50 7.03 0.56 9.83
w/o (a) 0.36 12.36 0.35 29.33

Attention w/ (d) 0.50 7.03 0.56 9.83
w/o (b) 0.49 7.17 0.55 9.99

Dilation w/ (d) 0.50 7.03 0.56 9.83
w/o (c) 0.47 7.90 0.54 10.30

MS-SSIM = 0.27
LD = 33.10

MS-SSIM = 0.43
LD = 9.35

MS-SSIM = 0.44
LD = 7.39

MS-SSIM = 0.46
LD = 6.33

MS-SSIM = 0.29
LD = 31.49

Setting (a)

MS-SSIM = 0.46
LD = 8.96

Setting (b)

MS-SSIM = 0.53
LD = 13.50

Setting (c)

MS-SSIM = 0.57
LD = 8.27

Setting (d)

Figure 8. Ablation study on image similarities.

ED = 474.00
CER = 0.4963

ED = 125.00
CER = 0.1309

ED = 135.00
CER = 0.1414

ED = 118.00
CER = 0.1236

ED = 32.00
CER = 0.0615

Setting (a)

ED = 47.00
CER = 0.0904

Setting (b)

ED = 33.00
CER = 0.0635

Setting (c)

ED = 14.00
CER = 0.0269

Setting (d)

Figure 9. Ablation study on OCR performance and readability.
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