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In this supplementary document, we provide additional
experimental analysis and visualization results to better
demonstrate our framework, which are not included in the
main paper.

Figure 1. The instance distribution of VG, where the blue bars
on the left show the original quantities, while the right bars repre-
sent DLA adjustments. Orange auxiliary-labels ensure steady in-
stances for each category. Green pseudo-labels offer extra samples
for fine-grained categories and filter redundant ones for coarse-
grained categories.

Hyper-parameters SGDet

β mR@20 mR@50 mR@100

β = 0.3 10.5 14.1 16.6
β = 0.4 10.6 14.3 16.0
β = 0.5 12.0 15.7 17.3
β = 0.6 11.9 15.6 17.8
β = 0.7 12.4 16.1 18.6
β = 0.8 11.4 15.1 17.3

Table 1. Analysis on VG for the impact of the label recombina-
tion coefficient β, which is tested within the scope of the common
mixup method.

1. Additional Implementation Details
1.1. Analysis for Hyper-parameters

As discussed in the main text, during the process of re-
combining pseudo-labels, we consider that it is essential for
the original labels to play a dominant role. The potential
labels adopted from the unannotated data act more like re-
liable perturbations, enhancing the training diversity. The
experimental results in Tab. 1 indicate that the effect de-
creases significantly when β is below 0.5, while it gradu-
ally approaches the optimal value above 0.5. Ultimately,
we chose 0.7 as the experimental parameter.

2. Additional Visualization Demonstration
2.1. Redistribution of DLA

We illustrate the data distribution before and after la-
bel assignment in Fig. 1. Initially, the distribution exhibits
significant imbalance, with many tail classes containing
only a few instances that are barely noticeable in the his-
togram. Following the generation of siamese samples and
the expansion of the sample space, we then derive auxiliary-
labels, which are provided to each class through conditional
sampling, offering a batch of sufficient instances to train
the classifier. Subsequently, the classifier selectively filters
high-confidence potential samples, enabling the recombi-
nation of pseudo-labels from unannotated data. This pro-
cess further introduces more out-of-distribution instances to
enrich each class. Ultimately, our adjusted labels signifi-
cantly alleviate the long-tailed problem, achieving a more
balanced training environment.

2.2. Qualitative Results

We present additional visual results in Fig. 2 to validate
the effectiveness of our approach. In the first column, we
display the predictions generated by MDF, which capture
the majority of accurate inferences. By incorporating DLA,
as shown in the second column, we notably enhance our
ability to classify tail predicates. Moreover, our system



Figure 2. The visualization results for MDF and MDF+DLA. Green predicates represent correct matches with the ground-truth, while red
ones are incorrect. Purple predicates represent acceptable predictions generated by our model (not in ground-truth).

adeptly uncovers previously unannotated labels with mean-
ingful implications.


