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1. Overview

This is the supplementary material to support our
manuscript ”Unsupervised Domain Adaptation for Seman-
tic Segmentation with Pseudo Label Self-Refinement”. It
contains additional quantitative and qualitative results re-
lated to our experiments that couldn’t be included in the
main article due to space constraints. In Sec. 2, we pro-
vide quantitative results of SYNTHIA→Cityscapes adap-
tation experiment comparing state-of-the-art methods. In
Sec. 3, we present ablation studies on Cityscapes→Dark
Zurich and SYNTHIA→Cityscapes adaptation to analyze
the impact of different components of our method. We also
present experiments to show the effect of varying weights
of refinement losses in this section. In Sec. 4, we show-
case several qualitative examples of semantic segmentation,
comparing our approach and baseline methods.

2. SYNTHIA→Cityscapes Results

We compare our method with prior UDA methods on
SYNTHIA→Cityscapes adaptation in Table 1. From the
last part of the table, it is evident that our method per-
forms significantly better than SOTA methods (mIOU of
62.2 with MIC-DAFormer and 60.9 with DAFormer com-
pared to 63.3 with ours). Same as Cityscapes→Dark Zurich
and GTA→Cityscapes results in the main paper, our method
consistently achieves higher IoU across most classes. The
ResNet-based baseline DACS (w/ our PRN) was trained by
combining our PRN module with the prior method DACS.
We train this baseline to compare with prior pseudo-label
selection or refinement-based UDA methods reported in the
first part of Table 1 (e.g., CCM, MetaCor, UAPLR, ProDA).
We see our PRN module leads to significant improvement
over other pseudo-label selection or refinement-based UDA
methods. From the last part of Table 1, we see incorporat-

* Equal Contribution

ing HRDA training leads to further improvement in perfor-
mance, and Ours with HRDA performs better than state-of-
the-art DAFormer with HRDA.

3. Ablation Studies

We have presented the ablation study of our proposed
method on GTA→Cityscapes in Table 3 of the main paper.
Here, we present an ablation study on Cityscapes→Dark-
Zurich in Table 2 to analyze different components of our
method, i.e., Self-Training (ST), Pseudo Label Refinement
(PL-R), Noise Mask (NM), Contrastive Learning without or
with using the output of PRN (CL w/o R, CL w/ R) and
Fourier Adaptation (FA). We again observe that the pro-
posed method leads to a large improvement over the self-
training baseline reported in the second row (58.4 in row-
2.8 vs. 51.2 in row-2.2). We also observe that our proposed
PRN module (with both pseudo-label refinement and noise-
mask prediction) leads to significant improvement over the
self-training baseline (row-2.4 vs. row-2.2). The impact
of noise-mask prediction in PRN shows improvement com-
pared to without it (row-2,4 vs. row-2.2). It is also evi-
dent that our pseudo-label refinement is crucial to achiev-
ing a performance boost with the contrastive learning mod-
ule comparing row-2.5 and row-2.6 with row-2.4. We see
the use of the PRN module output is crucial for contrastive
learning to achieve a performance boost. Comparing row-
2.7 with row-2.4, we see performance improvement by ap-
plying the FA module. Finally, row-2.8 shows the perfor-
mance when all the components of our framework are used.

We also perform an ablation study on
SYNTHIA→Cityscapes in Table 3. We observe a similar
trend to Cityscapes→Dark-Zurich and GTA5→Cityscapes
ablation studies that different components of the proposed
UDA framework with pseudo-label refinement module
consistently help improve performance.

In Fig. 1, we present results on Cityscapes→Dark-Zurich
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Table 1. Performance evaluation on SYNTHIA→Cityscapes. We report mIoU over 16 common categories between these datasets.

Method Road S.Walk Build. Wall Fence Pole T.Light Sign Veget. Sky Person Rider Car Bus M.Bike Bike mIoU

CBST [10]

R
es

N
et

-B
as

ed

68.0 29.9 76.3 10.8 1.4 33.9 22.8 29.5 77.6 78.3 60.6 28.3 81.6 23.5 18.8 39.8 42.6
CCM [5] 79.6 36.4 80.6 13.3 0.3 25.5 22.4 14.9 81.8 77.4 56.8 25.9 80.7 45.3 29.9 52.0 45.2

MetaCor [1] 92.6 52.7 81.3 8.9 2.4 28.1 13.0 7.3 83.5 85.0 60.1 19.7 84.8 37.2 21.5 43.9 45.1
DACS [6] 80.6 25.1 81.9 21.5 2.9 37.2 22.7 24.0 83.7 90.8 67.6 38.3 82.9 38.9 28.5 47.6 48.4

UAPLR [8] 79.4 34.6 83.5 19.3 2.8 35.3 32.1 26.9 78.8 79.6 66.6 30.3 86.1 36.6 19.5 56.9 48.0
CorDA [7] 93.3 61.6 85.3 19.6 5.1 37.8 36.6 42.8 84.9 90.4 69.7 41.8 85.6 38.4 32.6 53.9 55.0
ProDA [9] 87.8 45.7 84.6 37.1 0.6 44.0 54.6 37.0 88.1 84.4 74.2 24.3 88.2 51.1 40.5 45.6 55.5

DACS (w/ our PRN) 88.1 47.1 84.8 37.5 0.9 45.0 55.4 38.6 88.2 85.2 75.2 25.5 88.4 51.9 41.3 46.4 56.2

DAFormer [2]

Se
gF

or
m

er

84.5 40.7 88.4 41.5 6.5 50.0 55.0 54.6 86.0 89.8 73.2 48.2 87.2 53.2 53.9 61.7 60.9
MIC-DAFormer [4] 83.0 40.9 88.2 37.6 9.0 52.4 56.0 56.5 87.6 93.4 74.2 51.4 87.1 59.6 57.9 61.2 62.2

Ours 86.6 44.7 91.7 44.4 9.3 53.0 55.9 57.2 88.3 89.2 75.1 49.8 91.2 56.9 55.9 63.8 63.3
DAFormer (w/ HRDA) [3] 85.2 47.7 88.8 49.5 4.8 57.2 65.7 60.9 85.3 92.9 79.4 52.8 89.0 64.7 63.9 64.9 65.8

Ours (w/ HRDA) 87.8 49.4 88.1 49.5 5.3 59.1 65.6 62.2 85.6 94.2 79.1 53.6 87.1 65.6 65.8 66.2 66.5

Table 2. Ablation study with different components of our proposed
method on Cityscapes→Dark-Zurich.

# ST PL-R NM CL w/o R CL w/ R FA mIoU

2.1 x x x x x x 37.5
2.2 ✓ x x x x x 51.2
2.3 ✓ ✓ x x x x 54.9
2.4 ✓ ✓ ✓ x x x 55.8
2.5 ✓ ✓ ✓ ✓ x x 55.3
2.6 ✓ ✓ ✓ x ✓ x 56.5
2.7 ✓ ✓ ✓ x x ✓ 58.0

2.8 ✓ ✓ ✓ x ✓ ✓ 58.4

by varying weight for target refinement loss (i.e., LRT
ce +

LRT
bce ), while keeping the weight (i.e., λ2) of source refine-

ment loss (i.e., LRS
ce + LRS

bce) fixed. For this experiment,
we use our proposed model without the additional CL and
FA modules (i.e., row-2.4 of Table. 2). As reported in row-
2.2 of Table 2, the self-training baseline achieves mIoU of
51.2. We observe mIoU improvement compared to the self-
training baseline in all the cases. When the target pseudo-
label refinement loss is not used (i.e., weight is set to 0), the
performance drops to mIoU of 53.3 (−2.5% compared to
the case of loss weight set to 1). It shows that the source re-
finement loss is effective in improving pseudo-label quality
and overall performance (53.3 vs. the self-training baseline
result of 51.2). However, the target refinement loss helps to
further improve the performance. The best performance is
achieved with the target refinement loss weight set to 1.

4. Qualitative Results
In this section, we present the qualitative comparison of

our approach with the state-of-the-art method DAFormer.
The Source-Only baseline results (with no domain adapta-
tion) are also shown for reference. Fig. 2 shows qualita-
tive examples of our method in adapting the model trained
on Cityscapes to Dark-Zurich. Similar to the qualitative
examples presented in the main paper, we again see that

Table 3. Ablation study with different components of our proposed
method on SYNTHIA→Cityscapes.

# ST PL-R NM CL w/o R CL w/ R FA mIoU

3.1 x x x x x x 46.5
3.2 ✓ x x x x x 60.9
3.3 ✓ ✓ x x x x 61.7
3.4 ✓ ✓ ✓ x x x 62.1
3.5 ✓ ✓ ✓ ✓ x x 62.2
3.6 ✓ ✓ ✓ x ✓ x 62.5
3.7 ✓ ✓ ✓ x x ✓ 63.1

3.8 ✓ ✓ ✓ x ✓ ✓ 63.3
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Figure 1. Results on varying weight for target refinement loss (i.e.,
LRT

ce + LRT
bce ), while keeping the weight (i.e., λ2) of source refine-

ment loss fixed in Cityscapes→Dark-Zurich. For this experiment,
we use our proposed model without the CL & FA components.

our approach leads to a significant improvement in several
classes which can be hard to classify due to changes in do-
mains. We couldn’t show the ground truth label in Fig. 2 as
we do not have direct access to it for the test set of Dark-
Zurich. Fig. 3 shows the qualitative results for adaptation
from GTA5 to Cityscapes. These results also include the
ground truth semantic labels for reference. We again quali-
tatively observe that our proposed method consistently per-
forms better than the compared methods.



Image Source-Only DAFormer Proposed Palette

Figure 2. Qualitative Examples of Cityscapes→Dark-Zurich on Dark Zurich test set comparing the Source-Only baseline and DaFormer.

Image Source-Only DAFormer Proposed PaletteGround-Truth

Figure 3. Qualitative Evaluation on GTA5→Cityscapes on Cityscapes val. set comparing GT, Source-Only baseline and DaFormer.
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