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1. Supplementary Material

1.1. Overview

We begin by showcasing the selection of the most chal-
lenging 100 images from the BDD rainy test dataset. This
emphasizes the efficacy of our method in enhancing ob-
ject detection within these intense rainy conditions. Sub-
sequently, we provide further insights into the implemen-
tation details of segmentation, deraining, and detection.
Following this, we offer additional comparisons involv-
ing day2night and clear2snowy image-to-image translation,
clear2rainy video-to-video translation, and object detection
on heavy rain videos. Lastly, we feature additional rainy im-
ages generated by our method and display the failure cases.

1.2. Most Challenging 100 Images

Most images in the BDD test dataset with rain show light
rain, which poses no substantial challenges for advanced de-
raining and detection algorithms. To evaluate the efficacy of
the proposed approach on challenging rainy images, we se-
lected 100 images from the BDD test set that contain heavy
rain drops, streaks, mists, road reflections, and sub-optimal
lighting, as demonstrated in Fig. 1 and 2. These factors re-
sult in blurring, occlusion, reflections, and distortions that
pose significant challenges for deraining and detection al-
gorithms.

Our work is one of the pioneering studies to examine di-
verse and demanding real heavy rain images that have been
largely ignored by the research community of rain gener-
ation, deraining, and detection. While our method signifi-
cantly improve the detection on heavy rains, it is vital that
the research community draw attention to these challenges
and drive continual performance improvements in the fu-
ture.

1.3. Implementation Details

Source Code We include a PyTorch [8] implementa-
tion in the folder named ‘TPSeNCE’ to enhance the repro-
ducibility and transparency of this work

SeNCE Optimal Transport Inspired by [17, 18],
SeNCE uses optimal transport [9] to collectively optimize
patch weights for collaborative evaluation of contrastive
learning objects. The optimal transport objective is:
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SeNCE Semantic Segmentation We utilize UperNet
[14] with the ConvNeXt-B [6] backbone from the MMseg-
mentation [3] toolbox. The segmentation model was pre-
trained with semantic segmentation annotations on the en-
tire BDD100k dataset (including both clear and real rainy
images). Before training the rain generation model, we
precompute and save the semantic segmentation map of all
clear and rainy images, so we do not need to go through the
computationally expensive semantic segmentation process
during training. During each training iteration, we calculate
the mPA between the precomputed semantic segmentation
map of the clear and the rainy image and use that mPA to
guide the weighting procedure of contrastive learning.

Deraining We employ state-of-the-art deraining meth-
ods, including EffDerain [4], VRGNet [13], PreNet [11]
and SAPNet [19] to aid the comparison for rain genera-
tion methods. Due to the data-driven nature, deraining algo-
rithms trained on better generated rainy images deliver bet-
ter deraining performances. For the Rain100H dataset [15],
we utilize the pretrained models trained on the Rain100H
training set. For others, we train it from scratch using gen-
erated rainy images from various rain generation methods.

Detection We adopt Yolov3 [10] from the MMdetec-
tion [2] toolbox as the object detection model to compare
the performances of rain generation methods. Similar to
deraining, detection algorithms trained on better generated
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rainy images should deliver better detection results. For all
detection experiments, the batch size is 32, the model back-
bone is DarkNet-53, and the training takes 273 epochs on 4
RTX 3090 GPUs.

1.4. Dataset Details1

BDD100K The BDD100K [16] dataset contains 100,000
720p images captured in different weather conditions and
time-of-day divided into train:val:test=8:1:1. We first ex-
clude unlabelled images, images with undefined categories,
images captured on foggy days, based on the annotation
files. Images not in the ’Clear’ category are then labeled as
’Rainy’ for rainy days, ’Snowy’ for snowy days, and ’Night’
for nighttime. We finally merge the validation and testing
images to create the test set.

INIT The INIT [12] dataset contains over 50,000 im-
ages captured in four conditions: sunny, night, cloudy, and
rainy, divided into train:test=17:3. Batch1 and Batch2 have
images of resolution 1208 × 1920 and 3000 × 4000, re-
spectively. Based on their training and testing images, we
select the sunny subset as ‘Clear’ and the raining subset as
‘Rainy’.

Boreas The Boreas [1] dataset contains 44 720p videos
captured in various weather conditions and time-of-day. We
extract 2 frames per second, define the train:test ratio as 4:1,
categorize ‘Sunny’ videos as ‘Clear’, and classify ‘Snow-
ing’ videos as ‘Snowy’.

1.5. More Image Translation and Video Analysis

Day2Night Translation We show the qualitative com-
parison for day2night translation on BDD100K dataset in
Fig. 3. The proposed model clearly outperforms other base-
lines in terms of quality, demonstrating lower contrast and
illumination, accurate simulation of artificial light sources,
and realistic shadow generation.

Clear2Snowy Image Translation In Tab. 1, we
quantitatively analyze clear-to-snowy translation on the
BDD100K dataset. The BDD100K dataset, with its min-
imal snow presence, doesn’t distinguish snow generation
models as effectively as the snow-rich Boreas dataset.
Therefore, we exclude BDD100K from the visual compari-
son.

Clear2Rainy Video Translation As shown in this
video, we qualitatively compare our method against several
image-to-image translation methods on a BDD100K video
regarding rain generation. While video-to-video translation
is more challenging than image-to-image translation, the
proposed method achieves excellent temporal consistency
and image quality with minimal artifacts and distortions.

Object Detection on Heavy Rain Videos As shown in
this video, we apply Yolov3 on a video captured in heavy

1During training, all images are reshaped to a height of 360 with the
height-width ratio unchanged to reduce computational costs.

Methods BDD100K Dataset (clear → snowy)
Content↑ Style↑ MMD↓ ED↓

CUT [7] 2.87 2.60 473.456 47.759
QS-Attn [5] 2.90 2.90 473.289 47.728
MoNCE [18] 3.07 2.97 473.460 47.847

Ours 3.53 3.37 473.069 47.461

Table 1: Quantitative comparison of snow generation on
the BDD100K dataset.

rain. Even in heavy rains, Yolov3 finetuned on the gener-
ated rainy images from our method delivers strong perfor-
mance on detecting various objects, such as cars, trucks,
traffic lights, and stop signs.

1.6. More Generated Images

We show additional clear2rainy and day2night image-to-
image translation of our method in Fig. 4. In brief, our
method is able to generate realistic rainy and night images
with minimal artifacts and distortions.

1.7. Failure Cases

As shown in Fig. 5, the object detection model trained
on rainy images generated by the contemporary proposed
method struggles to handle extremely heavy rain or strong
light sources. We have discussed the potential remedies for
these cases in the main manuscript.
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Figure 1: Sample challenging rainy images we select from BDD test rainy. These images contain heavy rain drops, streaks,
mists, road reflections, and sub-optimal lighting, which post significant challenges to deraining and detection algorithms.
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Figure 2: Sample challenging rainy images we select from BDD test rainy. These images contain heavy rain drops, streaks,
mists, road reflections, and sub-optimal lighting, which post significant challenges to deraining and detection algorithms.
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Figure 3: Qualitative comparison for day2night translation on the BDD100K dataset.
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Figure 4: Additional generated rainy images from the proposed TPSeNCE. The images are categorized as follows: the
1st and 4th rows are clear, the 2nd and 5th rows are generated rainy, and the 3rd and 6th rows are generated night.

Figure 5: Failure cases for the proposed method. Red: Yolov3 pretrained on clear weather images. Green: Yolov3
finetuned on our generated rainy images.
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