Abstract

Easy access to precise 3D tracking of movement could benefit many aspects of rehabilitation. A challenge to achieving this goal is that while there are many datasets and pretrained algorithms for able-bodied adults, algorithms trained on these datasets often fail to generalize to clinical populations including people with disabilities, infants, and neonates. Reliable movement analysis of infants and neonates is important as spontaneous movement behavior is an important indicator of neurological function and neurodevelopmental disability, which can help guide early interventions. We explored the application of dynamic Gaussian splatting to sparse markerless motion capture (MMC) data. Our approach leverages semantic segmentation masks to focus on the infant, significantly improving the initialization of the scene. Our results demonstrate the potential of this method in rendering novel views of scenes and tracking infant movements. This work paves the way for advanced movement analysis tools that can be applied to diverse clinical populations, with a particular emphasis on early detection in infants.

1. Introduction

“What I cannot create, I do not understand” - Richard Feynman

There is a pressing need for high-quality movement analysis in rehabilitation and advances in computer vision and human pose estimation are moving closer to filling this gap. A common challenge in applying human pose estimation to rehabilitation populations is that algorithms trained on able-bodied adult populations fail to generalize to clinical populations [4]. Tracking infants raises additional challenges, as they have different anthropomorphic body portions and movement dynamics than adults, and there is very limited training data.

Spontaneous infant movement behavior, that is endogenously generated, is an important indicator of neurological function and neurodevelopmental disability [7]. Cerebral palsy, the most common physical disability of childhood [20], can be predicted with high accuracy from clinical assessment of spontaneous movement behavior in infants [1]. This clinical assessment called the General Movement Assessment (GMA) [7], is used by trained clinicians who use their gestalt perception to distinguish and identify various movement patterns in the young infant from the preterm period to 5 months corrected age. The high accuracy of this assessment highlights the importance of movement behavior in understanding the nervous system that generates it. On the other hand, there is a lack of objective and quantitative knowledge surrounding early movement generation in young infancy.

As the field of neonatology has advanced, infants born preterm are surviving at younger gestational ages, providing a unique opportunity to study the development of joint kinematics prior to term age. These preterm movement kinematics are likely to provide an early prognostic biomarker to identify infants at risk of neurodevelopmental disability, which could enable early intervention programs. However, this opportunity has not yet been realized as unobtrusive methods to reliably measure movement during the preterm period have not often been employed. During the preterm period, infants have fragile skin, small limbs, and sensitivity to touch which can cause autonomic dysregulation, prohibiting traditional measurement approaches that require sensors or markers to be placed on the body.

Therefore, human pose estimation is a potential solution to study infant movements at younger ages. Several studies have used this approach and trained infant movements to predict clinical assessments such as the GMA. For example, using a small public dataset (n=12), a complexity score
of infant limb movement was created to predict GMA rating [25], which was then tested prospectively on a larger cohort of 47 infants with high specificity for detecting a normal GMA finding [26]. As an alternative to the GMA, the Computer-based Infant Movement Assessment (CIMA) model performs a time-frequency decomposition of movements estimated from video with both manual annotation and optical flow from 3-month-old infant data to predict a diagnosis of cerebral palsy at $\geq$ 2 years of age in a sample of 377 infants with comparable sensitivity and specificity to the GMA [14].

Acquiring high-quality training data on infant movements is also challenging. The markers used for marker-based motion capture are quite large compared to babies and will often be knocked off. Similarly, most wearable sensors are quite large compared to infants and neonates and are time-consuming to place, making them difficult to use in clinical practice, particularly for premature babies in the neonatal intensive care unit (NICU). There are a few existing small datasets including the MINI-RGBD dataset [12] which contains 12 movement sequences computed with synthetic textures on the Skinned-Multi Infant Linear Model (SMIL) [11] model to preserve privacy. This model was learned from data acquired with RGB and depth imaging from a Kinect sensor. Clinicians assessing the GMA from SMIL reconstructions of movement from RBG-D images showed moderate-good agreement for movement complexity and substantial-good agreement for fidgety movements, compared to scoring the real videos. There is also the SyRIP dataset, which contains a small sample of synthetic and real infants [13]. [10] collected a diverse dataset of 20k frames, including in-hospital and at-home video, and found that an EfficientHourglass architecture trained on this dataset showed only a slightly greater error than the spread between human annotators.

Advances in 3D scene representations allow scenes to be learned from a variety of data and allow rendering of novel views. This includes methods using implicit representations of the volumes [8]. This is most often applied to static scenes from a large number of images taken in different positions, with the camera calibration identified as an initial step. Very recently, a similar visual performance at much faster rendering rates was achieved by replacing the implicit representation with a set of 3D Gaussians [17]. This was enabled through a high-performance differential renderer that performs splatting of the Gaussians to camera views, allowing the parameters of Gaussians to be optimized through gradient descent. This approach was then extended to dynamic scenes [19] that were recorded with 27 RGB cameras and additional depth cameras, by allowing the Gaussians to move over time. In addition, to enable synthesizing novel views of the subject in the scene, the Gaussians tracked meaningful body parts. Thus this approach is promising for movement analysis, both to track movements of all body parts and for synthesizing novel views of the scene that could serve as training data. We note in the last month several other works on dynamic Gaussians, including using 4D Gaussian representation that includes a time component [24, 29] and using an implicit function to model the temporal deformations of the points to reconstruct scenes from monocular views using structure from motion to initialize the scene [28]. Older work has also shown that a similar differentiable rendering of 72 Gaussians can be coupled to an anatomical model over configurations to perform human pose estimation [21].

The goal of this work was to test whether dynamic Gaussian tracking could be applied to a sparse set of RGB cameras, a configuration commonly used for markerless motion capture (MMC) [6, 15, 22]. MMC is seeing increasing use in rehabilitation, with applications to date predominantly focusing on gait analysis. However, achieving accurate scene reconstruction and novel field synthesis from MMC data could enable a wider range of applications. However, this is challenging, because the Gaussians locations are typically initialized using either very dense image capture or additional depth imaging. With only sparse RGB images, the initial scene reconstruction is underconstrained. We show that using a semantic segmentation mask to only reconstruct the infant results in substantial improvements in the reconstruction of unseen views. With this improved initialization, we find the dynamic Gaussians can pick up spontaneous movements of the babies and visualize this movement from novel views.

In short, our contributions are:

• We apply dynamic Gaussian splatting to sparse, markerless motion capture data
• We optimize this reconstruction method and perform ablations to demonstrate the importance of semantic information and masking
• Show this allows us to track 3D movement of babies

2. Methods

2.1. Participants

This study was approved by the Northwestern University Institutional Review Board. Two infants born at term age were recruited. One infant was filmed at 3 weeks of age and again at 5 weeks of age. The second infant was filmed at 12 weeks of age. Synchronized videos were recorded as the infants were positioned in a calm, alert state, without a pacifier, for short periods on the mats, to observe spontaneous behavior.

2.2. Video Acquisition

Multicamera data was collected with a custom system we developed using 8 FLIR BlackFly S GigE cameras with
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2.4. Dynamic Losses

[19] includes several additional losses for the Gaussians

between timesteps. Each of these is applied to a local region

of Gaussians identified using KNN clustering based on the

initial scene reconstruction.

\[
\mathcal{L}_{i,j}^{\text{rigid}} = w_{i,j} \left( \| \mu_{j,i,t} - \mu_{i,t-1} \| - R_{i,t}^{-1} R_{i,t} (\mu_{j,i,t} - \mu_{i,t}) \right)^2
\]

\[
\mathcal{L}_{\text{rigid}} = \frac{1}{k|S|} \sum_{i \in S} \sum_{j \in \text{knn}_i,k} \mathcal{L}_{i,j}^{\text{rigid}}
\]

\[
\mathcal{L}_{\text{rot}} = \frac{1}{k|S|} \sum_{i \in S} \sum_{j \in \text{knn}_i,k} w_{i,j} \left( \| \dot{q}_{j,i} \dot{q}_{j,i,t-1} - \dot{q}_{j,i} \dot{q}_{j,i,t-1} \|_2 \right)
\]

\[
\mathcal{L}_{\text{iso}} = \frac{1}{k|S|} \sum_{i \in S} \sum_{j \in \text{knn}_i,k} w_{i,j} \left( \| \mu_{j,i,0} - \mu_{i,0} \|_2 - \| \mu_{j,i,t} - \mu_{i,t} \|_2 \right)
\]
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2.6. Initialization

In [17, 19], the Gaussians are initialized from a precom-
puted point cloud. In the case of [19], which performed dy-
namic reconstruction with human movement recorded with
27 cameras, this point cloud was initialized with an addi-
tional set of depth cameras. We found that with random
initialization, optimization of the first frame from a random
point cloud did not converge to an accurate reconstruction
of the scene, as reflected both by poor generalization to
camera views not used during reconstruction and by visu-
ally inspecting the optimized point cloud.

In particular, we noted a lot of background Gaussians ob-
scuring the validation view and initial experiments adjusting
the pruning and density-increasing heuristics did not seem
to resolve this. Visualizing interpolation between camera
views made it apparent how pieces of floating geometry
would align into specific places for the training views to
reconstruct the correct images with an incorrect geometry,
highlighting the challenges of reconstruction from these un-
derconstrained data.

To improve convergence to a reconstruction that matches
the underlying geometry, we explored using additional vi-
ual cues to guide the scene reconstruction.

2.7. Depth

We attempted to provide additional supervision from in-
ferrred depth maps to remove the sparse, noisy, background
Gaussians. This was motivated by recent work showing
that depth was a necessary supervisory signal when us-
ning implicit representations to reconstruct dynamic scenes
from sparse RGB-D images [9]. Because our cameras only
produce RBG data, we used DistDepth [23] to infer the
depth images, which produced plausible results. The of-
cial CUDA implementation of the differentiable renderer
does not support backpropagation through the depth image,
so we used a fork that implemented this functionality [27].
We followed [19] by including a learnable per-camera scale
and offset when comparing the rendered depth maps to the
inferred maps, using an L1 loss. However, even with this
additional supervision, we were unable to achieve an accu-
rate initial reconstruction of the underlying geometry. We
found comparing the depth images to the rendered depth
images was still a useful diagnostic tool and included these
images in our results.

2.8. Segmentation and Masking

We then tried to use semantic segmentation to provide
additional supervision. We used the Mask2Former imple-
mentation available through the Huggingfaces library [3].
Specifically, we used the large model with a Swin back-
ground, trained on the ADE20K dataset, which outputs 150
class labels [18, 30]. We mapped these 150 classes to dif-
f erent RGB colors, with a black background to produce the
segmentation target image for each view. We did include
code to map the plaything, toy class to the person
class as we saw a few instances where the infant was mis-
classified as a toy (perhaps reflecting dolls in the training
dataset).

In addition to providing an additional semantic segmenta-
tion image, which was used to compute the segmentation
loss, $L_{seg}$, we also supported masking the image to only
include the infant. This was done by first identifying the
largest contiguous mask, and only including this (the legs of
experimenters and parents were sometimes visible). Then
the raw image was set to zero outside the identified mask,
and this masked image was used to compute the image loss,
$L_{im}$. When masking, we also added the ability to prune
Gaussians outside the volume where the infant was placed
(within 2 meters of the calibration center near the mat).

2.9. Sparsity pruning

Even with masking during the initial reconstruction, we
still found some Gaussian scattered through open areas that
would obscure novel views. During the densification and
pruning stages already implemented, we added an addi-
tional pruning step that would remove these points. Specif-
ically, we would remove any Gaussian that had a minimum
distance to their nearest other Gaussian that was greater than
0.1m. Like the other steps of density adjustment, this oc-
curred for every 100th iteration between 500 and 15000. In
initial experiments, we attempted to make this a different-
tiable term in the loss function but found that computing
the pairwise distances was very slow and still was not producing the desired results.

2.10. Training losses

This gave us a total loss for initialization of:

\[ L_{\text{init}} = \lambda_{\text{im}} L_{\text{im}} + \lambda_{\text{seg}} L_{\text{seg}} \]  

(9)

And for the subsequent frames of

\[ L_{\text{dyn}} = \lambda_{\text{im}} L_{\text{im}} + \lambda_{\text{seg}} L_{\text{seg}} + \lambda_{\text{rigid}} L_{\text{rigid}} + \lambda_{\text{rot}} L_{\text{rot}} + \lambda_{\text{iso}} L_{\text{iso}} \]  

(10)

With parameters \( \lambda_{\text{im}} = 1.0, \lambda_{\text{seg}} = 3.0, \lambda_{\text{rigid}} = 4.0, \lambda_{\text{rot}} = 4.0, \) and \( \lambda_{\text{iso}} = 2.0. \)

2.11. Metrics

To quantify the performance of the reconstruction, we used 7 cameras to reconstruct the scene and measured the accuracy of the reconstructed images against this validation view. The PSNR is computed from the L2 loss and is a measure of the peak signal-to-noise ratio. In all cases, this was only applied to the region of the image with the segmentation mask corresponding to the baby.

\[ \text{PSNR} = 20 \log_{10} \left( \frac{1}{\sqrt{\text{MSE}}} \right) \]  

(11)

2.12. Optimizing initial scene reconstruction

We explored a range of parameters to determine their impact on the initial scene reconstruction, as this was essential to good dynamic performance. To quantify this we took a set of frames from two sessions, one from each baby. For each scene, we repeated the reconstruction using one of four cameras as the validation cameras and used the remaining 7 cameras to perform the scene initial reconstruction. For each of the 8 fits, we computed the metrics described above for the validation frame.

2.13. Dynamics through deformation fields

We also implemented an alternative dynamic tracking method using deformation fields, based on [28]. Instead of iteratively updating the location of Gaussians for each frame with a regularizer based on the prior frame location, we trained a deformation field that models the change in location, rotation, and scale based on the initial 3D locations and the desired time point. This was implemented as:

\[ (\delta \mu, \delta r, \delta s) = F_{\theta}(\gamma(x), \gamma(y), \gamma(z), \gamma(t)) \]  

(12)

\[ \gamma(p) = (\sin(2\pi p), \cos(2\pi p))_{k=0}^{L-1} \]  

(13)

where \( \gamma(p) \) is sinusoidal positional encoding applied to each of space-time coordinates, with \( L = 10 \) and \( F_{\theta} \) is an 8-layer MLP with a hidden dimension of 512.

We performed optimization of the initial scene as above for 9000 iterations, after which we performed iterations of the entire sequence for another 40k iterations. When optimizing the entire sequence, we only used the loss for the image \( L_{\text{im}} \). Images from the training views were randomly sampled from different timepoints. Because this required the entire sequence to be loaded into memory, the sequence length is limited by system memory. As in [24], we added Gaussian noise to the positional encoded value of time with a standard deviation of 0.1 that linearly reduced to 0 after 20k iterations. They found this served to anneal the solution with training and improve the temporal performance.

Because the deformation field does not use an explicit mapping to each Gaussians, but rather is parameterized by their initial coordinates, it was possible to continue performing the density adjustments while training the entire sequence. We kept this component unaltered from above.

3. Results

3.1. Initial static reconstructions

First, we tested the impact of our additional supervision sources on the initial scene reconstruction, showing that using the mask from the semantic segmentation was critical.

3.1.1 Novel view synthesis with masking

With masking enabled and discarding all Gaussians outside 2m from the center of the mat, we got visually compelling results for novel views Figure 1 (second row). The PSNR was for the validation view (computed over the region of the baby mask, only) averaged over our 8 training conditions was about half of the PSNR for the training views Table 1.

3.1.2 Ablations

We originally attempted to reconstruct without additional constraints. In this case, we did not prune any Gaussians based on their spatial location and initialized 100k points uniformly over a 10m area (instead of 10k for the smaller area). We found that while this was able to match the training views, the validation views were heavily obscured by random floating Gaussians Figure 1 (fourth row). This was
true even when reconstruction of the training images performed well Figure 2 (fourth row).

We also attempted initialization with the semantic segmentation loss. However, the views were still very obscured Figure 1 (third row). Note however that in this case the segmentation map was also reconstructed well for training views Figure 2 (third row), with some hints showing through on the validation views.

Additionally, we noted the rendered depth images showed a clear discrepancy between the depth maps estimated with DistDepth, but as noted were unable to use this as a supervision signal while the depth channel is not back-propagated through the differential renderers CUDA kernel.

3.1.3 Hyperparameter tests

For the masked reconstruction, we also explored several other hyperparameter values. For example, we found that increasing the iterations from 6000 to 16000 steps did not substantially improve the performance and by 30000 steps showed signs of overfitting. After reducing to 2000 iterations, performance degraded. For most other adjustments, we used 6000 iterations to reduce the computation time. Within the range of parameters we adjusted, their impact was relatively small compared to the impact of the masking.

3.2. Dynamic reconstructions

Based on these results, we tested the performance of dynamic tracking with both the iterative tracking approach and the deformation field approach. Quantitatively, we saw that both approaches produced comparable PSNR values for the training data (Figure 3). The iterative approach achieved higher PSNR values on the training views. Qualitatively, it appeared to produce sharper images in general. However, we also saw some Gaussians drift away from the infant in the dynamic reconstruction, which create floaters in the rendered views. In a few frames, these would also create substantial visual artifacts. In contrast, the deformation field lost some of this higher resolution detail but more reliably captured the movements. Loading the entire sequence into memory used 300GB of system memory for 400 frames. The fitting was also substantially faster than the iterative approach, with the 40k iterations taking about 40 minutes for 400 frames, compared to nearly 12 hours for this many frames updated iteratively with 2k steps per frame.

3.3. Tracking

We wanted to determine whether the Gaussians track specific body parts of the infant, as was seen in [19]. We created videos that show the location history of 2% of the Gaussians over the last 10 frames (interpolated up to 10x temporal resolution). We observed that as expected, in-
Figure 3. Masked PSNR over dynamic tracking. The left column shows the training and validation PSNR for two videos fit with the iterative method. The right column shows the same but for the deformation field method.

Figure 4. Frames from iterative fit. The top row shows frames reconstructed from the validation cameras. The bottom row shows an interpolated camera view between two of the training views, with the middle three images not being from a training view. Timesteps were selected to capture different body postures. Notice the fourth interpolated frame shows substantial floaters obscuring the view that drifted during dynamic fitting.

Individual color tracks persisted in alignment with specific body locations using both dynamic methods. For example Figure 5 shows consistent traces over the leg during these movements, as well as movement over the arm, with the markers over the head showing much less movement. We did not quantify this consistency against any existing pre-trained keypoint detectors.

4. Discussion

We find that dynamic Gaussian splatting to reconstruct markerless motion capture data shows promise for rendering novel views of scenes and tracking movements within the scene. However, a good initialization is critical and challenging. With only sparse views, many unrealistic geometries can reconstruct the training views. This becomes apparent when interpolating between views, as artificial floating geometries obscure the interpolated views and then snap into place when viewed from the training image perspectives.

Applying a segmentation mask and only reconstructing the infant in the MMC view drastically reduces this problem and improves the realism of novel views. However, artifacts were still visible. Some were due to imperfect segmentation masks, causing Gaussians that capture the mat to attach to the infant. Sparsifying the geometry to remove any Gaussians that are more than 10cm from their nearest neighbor lessened these floating artifacts and improved the validation PSNR. In dynamic scenes, some Gaussians also drifted away from the infant. This suggests future opportunities to improve the priors and heuristics during initialization and on the dynamics between frames.

We expected that combining segmentation masks and depth as additional supervision signals would allow us to optimize realistic geometries for the entire scene. However, even combined with additional sparsification, the result was a cluttered reconstruction that generalized poorly to new views. It is possible even with the per-camera scale and offset, the depth images were not geometrically consistent, and we saw some artifacts in the inferred depth images that would suggest this such as offsets when the leg of a tripod passed through a view. We suspect there are other opportunities to use structure-from-motion algorithms to obtain a better initialization that would improve the whole-view reconstruction, and that this will also improve the reconstruction of the subject.

Iteratively updating the Gaussian locations versus using a deformation field seems to have different strengths. The
iterative solution often produced sharper reconstructions but was more prone to artifacts. This perhaps could refined by tuning the regularization losses between frames. The deformation field allows directly optimizing the entire dynamic scene, potentially allowing visual information from later in the sequence to improve earlier Gaussian locations. For example, the distribution of Gaussians in the initial scene over the surface seemed better distributed when optimizing with the deformation field. It also takes less time to train. The memory limitations currently limit the sequence length that can be optimized, but a more efficient pipeline or caching to disk could remove this limitation. Because the deformation field was decoupled from the specific set of Gaussians, it was also possible to continue adjusting the density over the entire sequence. It also provides a natural framework to interpolate between frames and to compute the velocity of areas by differentiating with respect to time, which could potentially allow accounting for motion blurred and tracking faster movements.

In this work, we focused on infants. Our masking approach is particularly effective in this situation, where only a single infant is in view. However, we anticipate this approach will be extensible to room-scale tracking of all movements, allowing us to collect diverse training data to generalize to a wide clinical population. We anticipate this can be further enhanced by using a traditional approach with many images to create an initial set of Gaussians for the background, allowing full scene tracking.

Reconstructing the geometry underlying a scene to render novel views shows the amount of information extracted from a scene, but is not the most clinically useful representation of movement. This system could be further augmented with keypoint detectors or other algorithms to explicitly track semantically meaningful body components. In future work, we also anticipate using keypoint detectors to quantify the automatic tracking accuracy, as in [19]. Additionally, we could fit the SMIL model [11] to these points to produce a parametric representation that is comparable between participants. Ultimately, we hope to fit biomechanically valid models to this movement to provide a representation comparable to the language of clinicians and biomechanists.

We anticipate using this approach to synthetically render novel views from MMC datasets from a larger cohort of infants will allow us to train 2D and 3D keypoint detectors that generalize well to a wide range of infants, including those in the NICU. If this enables algorithms that can predict clinical measurements of movement quality in infants, this will create a powerful approach to early detection and interventions for infants at risk for neurodevelopmental problems.

5. Conclusion

Dynamic Gaussians can be used to reconstruct the underlying time-varying geometry of scenes from data collected with synchronous videos from only sparse views, such as from markerless motion capture systems. This allows for rendering novel views and tracking the underlying geometries. This is a promising approach to tracking kinematics for individuals where there is limited training data for traditional pose estimation algorithms, such as the movements of infants, and could also produce training data for training these pose estimation algorithms.
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