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Abstract

Post-mortem iris recognition is an emerging application
of iris-based human identification in a forensic setup, able
to correctly identify deceased subjects even three weeks
post-mortem. This technique thus is considered as an im-
portant component of future forensic toolkits. The current
advancements in this field are seriously slowed down by ex-
ceptionally difficult data collection, which can happen in
mortuary conditions, at crime scenes, or in “body farm”
facilities. This paper makes a novel contribution to facil-
itate progress in post-mortem iris recognition by offering
a conditional StyleGAN-based iris synthesis model, trained
on the largest-available dataset of post-mortem iris samples
acquired from more than 350 subjects, generating — through
appropriate exploration of StyleGAN latent space — multi-
ple within-class (same identity) and between-class (differ-
ent new identities) post-mortem iris images, compliant with
ISO/IEC 29794-6, and with decomposition deformations
controlled by the requested PMI (post mortem interval). Be-
sides an obvious application to enhance the existing, very
sparse, post-mortem iris datasets to advance — among oth-
ers — iris presentation attack endeavors, we anticipate it
may be useful to generate samples that would expose profes-
sional forensic human examiners to never-seen-before de-
formations for various PMIs, increasing their training ef-
fectiveness. The source codes and model weights are made
available with the paper.

1. Introduction

The immeasurable appetite of modern machine learning
for data is unfading, despite a success of various few-shot
and transfer learning approaches. This is especially true
in emerging domains, in which we are just discovering the
domain’s specificity, often solely through sparse and insuf-
ficient data. Post-mortem iris recognition is one of such
domains. It gains more attention, however, after discov-
ery that it may be considered in forensic applications [1],

and after seeing the first post-mortem-specific and human-
interpretable recognition methods being proposed [2,3]. Al-
though it sounds gruesome, it also constitutes yet another
presentation attack type, and receives an attention in the pre-
sentation attack detection area.

The question arises how to progress this research know-
ing that collections of new post-mortem iris images will
always be exceptionally complex and not creating well-
balanced datasets in terms of the PMI (Post-Mortem In-
terval), environmental factors and/or subjects’ demograph-
ical characteristics. We hypothesise that modern genera-
tive models, which proved useful in generating realistic bio-
metric samples on non-existing identities, may partially fill
this gap. However, an accurate modeling of post-mortem
changes to the eye is virtually impossible due to multiple
environmental, demise-reason-related, and subject’s health
factors that contribute to post-demise deformations of iris
texture. This work proposes the first forensic iris synthesis
model that generates samples matching selected statistics of
authentic post-mortem samples, such as comparison score
distributions and iris image quality metrics, as illustrated in
Fig. 1. More specifically, the main contribution of this
work is the conditional StyleGAN-based post-mortem iris
synthesis model, which:

* generates full-resolution (640 x 480 pixels) iris post-
mortem samples for a given post-mortem interval (up
to 1674 hours),

* in addition to generation of new-identity images, also
— for a given non-existing identity — generates an in-
finite number of samples considered as same-identity
images; this was achieved by sampling from a vicinity
of the conditional StyleGAN’s latent vector (represent-
ing a given new identity) in order to mimic authentic
genuine score distribution,

* generates post-mortem iris images with ISO quality
metrics [4] mimicking those for authentic forensic iris
images.
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Figure 1. Synthesis of PMI-conditioned same- and different-identity forensic iris images, with a desired iris image quality (controlled
by matching the ISO quality metrics), and with the desired genuine/impostor score distributions (mimicking score distributions obtained

for authentic forensic samples).

As an additional contribution, facilitating the speed
of adoption of this work, this paper offers a dataset of
180,000 synthetic post-mortem iris images, composed of
10,000 samples in each of the 18 PMI ranges (from O up to
1674 hours). For each PMI range there are 1,000 identities,
and for each identity there are 10 same-identity (genuine)
samples. We do not control the laterality (i.e. left vs right
iris image) when synthesizing samples. The source codes,
model weights and instructions how to acquire a copy of the
dataset are offered with this paper'.

Two immediate applications of the results from this
study include: (a) enhancement of the existing datasets for
post-mortem iris recognition and iris presentation attack de-
tection, and (b) supporting human forensic iris examiners’
training, by generating variants of the same forensic sample
to expose the experts to never-seen-before deformations of
iris tissues.

2. Related Works

The concept of synthesizing biometric iris images was,
to our knowledge, first proposed by Cui et al. [5], who lever-
aged principal component analysis and super-resolution
techniques to create synthetic samples. Their approach set
the stage for subsequent developments in iris image genera-
tion. Shah and Ross [6] harnessed Markov random fields to
generate iris images. Zuo ef al. [7] introduced an anatomy-
based model aimed at enhancing the realism of generated
iris samples. Wei et al. [8] explored patch-based sampling
as a means of generating iris images. Venugopalan and Sav-
vides [9] ventured into generating iris images from iris code
templates, offering an alternative avenue for iris synthesis
belonging to a family of “inverse biometrics” approaches.
There have been several alternative methods proposed in the
literature for the generation of iris images from binary tem-
plates [10-12]. However, these methods often struggle to
replicate the visual realism of generated iris images, result-
ing in synthetic samples that can appear artificial and thus
can be easily detected by anomaly detection techniques.

'https://github.com/CVRL/Forensic-Iris—Image—
Synthesis

In recent years, the Generative Adversarial Networks
(GAN) have gained popularity for its success in realistic
image generation, especially in tasks like face generation
[13-15]. Some GAN-based methods have been explored
for iris image generation. Minaee et al. [16] utilized a Deep
Convolutional GAN (DCGAN) to create realistic iris im-
ages, while Kohli et al. [17] used DCGAN and iris quality
metrics to study impact of synthetic irises on presentation
attack detection. Yadav er al. [18] employed a relativistic
average standard GAN (RaS-GAN) with Frechet Inception
Distance to synthesize high-quality iris images. Yadav and
Ross [19] introduced a cyclic image translation GAN (CIT-
GAN) for multi-domain style transfer in iris images.

While the above GAN-based approaches have advanced
the generation of realistic iris images, they still exhibit oc-
casional distortions and blurry textures. Moreover, their
primary use lies in anti-spoofing rather than iris recogni-
tion, as they cannot generate same-identity iris samples. To
address this limitation, Kakani et al. [20] proposed an iris
synthesis model that is able to generate same-identity live
iris samples. Maureira et al. [21] utilized StyleGAN2 to
generate synthetic periocular iris images. Wang et al. [22]
harnessed the advanced StyleGAN2 architecture to create
highly realistic iris images. To gain precise control over the
generated attributes, they implemented contrastive learning,
effectively disentangling identity vectors and enabling iden-
tity control for synthetic iris images.

To our knowledge, synthesis of both same- and different-
identity forensic iris samples, for a given PMI, and matching
both the comparison score and ISO image quality metrics
to those of authentic post-mortem iris samples, have never
been explored before. We hope that the model and approach
offered in this paper will fill this gap.

3. Methodology
3.1. Dataset Composition and Splitting

There are currently three publicly available datasets of
post-mortem iris images, and we have acquired all of them
to conduct this research:
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Warsaw BioBase Post Mortem Iris v2.0 [1] which con-
tains 1,787 visible (VIS) and 1200 near-infrared (NIR) im-
ages from 37 deceased subjects. This dataset was collected
in 2018 by conducting 1 to 13 sessions from 5 to 814 hours
after death in the hospital mortuary. Most environmental
conditions, such as where cadavers were kept before en-
tering the cold storage, air pressure, and humidity, are un-
known. However, the mortuary room temperature was ap-
proximately 6° Celsius (42.8° Fahrenheit).

Warsaw BioBase Post Mortem Iris v3.0 [23] which con-
tains 785 VIS and 1094 NIR images from 42 cadavers col-
lected in 2020 over a time horizon of up to 369 hours since
demise. The environmental conditions were the same as in
case of Warsaw BioBase Post Mortem Iris v2.0 set.

NI1J-2018-DU-BX-0215 [24] which is the latest and the
largest forensic iris dataset, gathered at the Dutchess County
Medical Examiner’s Office (DCMEO) from 269 individuals
who had passed away. A total of 53 data-gathering sessions
were conducted and resulted in 5,770 NIR images and 4,643
VIS images.

In this study, we only used NIR images and combined
these three datasets into a cohesive set comprising 8,064
post-mortem iris images representing 338 subjects. The
combined dataset is split into 18 classes, with each class
gathering samples acquired within a 24-hour post-mortem
interval (PMI). For example, Class 1 gathers samples ac-
quired within the first 24 hours after death (so PMI €
(0,24)), Class 2 includes samples acquired from 25 to 48
hours after demise (so PMI € (25, 48)), and so on. This pat-
tern continues up to Class 17, which includes samples with
the PMI € (385,408). Due to limited availability of sam-
ples with PMI > 408 hours, data for PMIs ranging from 409
to 1674 hours (max PMI for our combined dataset) were
consolidated into Class 18, representing a more extended
time since death. Table 1 shows training data distribution
across PMI classes, and Fig. 3a shows example authentic
samples from this combined dataset.

Table 1. Number of training samples for each PMI range.

Class # Number of | Class # Number of
(PMI range) samples (PMI range) samples
1 (0-24h) 2490 10 (217h-240h) 116
2 (25h-48h) 1542 11 (241h-264h) 125
3 (49h-72h) 1094 12 (265h-288h) 93

4 (73h-96h) 484 13 (289h-312h) 45

5 (97h-120h) 494 14 (313h-336h) 55

6 (121h-144h) 222 15 (337h-360h) 64

7 (145h-168h) 328 16 (361h-384h) 48

8 (169h-192h) 174 17 (385h-408h) 54

9 (193h-216h) 238 18 (409h-1674h) 327

3.2. Synthetic Image Generator

Our approach is built on the StyleGAN2-ADA [25] ar-
chitecture, a model tailored for training generative adversar-
ial networks with limited data. StyleGAN2-ADA employs
non-leaking augmentations applied solely to the discrimi-
nator to diversify the data it sees, while the generator re-
mains exposed only to the original samples, focusing on the
genuine data distribution. Additionally, an adaptive mecha-
nism dynamically controls the augmentation intensity, bal-
ancing between overfitting prevention and sample quality
preservation. This strategy enables StyleGAN2-ADA to
generate high-quality samples, even with limited training
data effectively. The consideration of conditional infor-
mation is made possible in the official implementation of
StyleGAN2-ADA?, which is used by us to generate foren-
sic synthesis iris images with specific PMI range, given as
the condition during synthesis.

The synthesis process initiates from a given latent code
z in the latent space Z. The mapping network in the
original StyleGAN2-ADA generator [|5], represented as
f + 2 — W, performs a projection of z into the inter-
mediate latent code w, where w € V. In the conditional
training scenario, f possesses the capability to project z
into w taking into account an embedded condition vector y,
which allows the generator to produce images with specific
attributes based on the given condition. In our context, the
condition vector represents the PMI range, which catego-
rizes the time elapsed since death into bins, as described in
Sec. 3.1. This allows for learning the nature of iris texture
deformations associated with different PMIs. The system
thus enables creating synthetic iris images that statistically
mimic the changes in iris appearance that occur over time
after death.

Due to very sparse data available for training, a number
of augmentations have been applied, including geometric
and color adjustments, filtering, and image corruption tech-
niques. Geometric transformations involve x-flips, trans-
lations, isotropic and anisotropic scaling, and arbitrary ro-
tations. For intensity transformations, the pipeline adjusts
brightness and contrast. Image-space filtering splits the fre-
quency content into four bands and amplifies or weakens
their amplitudes.

We trained the model in the original setting from scratch
for a batch size of 32 and with authentic iris images rescaled
to 256 x 256. During the generation of synthetic im-
ages, to synthesize same-identity iris images, we introduce
additional noise to a randomly selected latent vector w.
Namely, for a given w we generate w/ = ew, where
€ € (0, emax) and €,y is the radius of a hypersphere in the
latent space w, found experimentally for a given dataset of
post-mortem iris images, guarantying that resulting samples

2https://qithub.com/NVlabs/st\/leqan27ada
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— when matched to each other — follow the same genuine
score distribution as for authentic post-mortem samples. In
each generation of same-identity sample, ¢ is drawn from a
uniform distribution in a range of (0, €max). Fig. 2 shows
the genuine score distributions calculated for samples syn-
thesized when drawing from hyperspheres in w of various
radii €pax-
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Figure 2. Genuine score distributions obtained for authentic post-
mortem samples and synthesized post-mortem samples for dif-
ferent sizes of the hypersphere (defined by radius emax, shown
in parentheses) defining the same-identity manifold in the Style-
GAN’s latent space w. The plots suggest that emax = 0.09 allows
for mimicking the authentic genuine score distribution on average
for all PMIs.

3.3. ISO/IEC 29794-6 Iris Image Quality Metrics

In this study, we have implemented and calculated
twelve iris image quality metrics defined in ISO/IEC FDIS
29794-6:2014(E) [4] to assess the usefulness of synthesized
iris images for iris recognition and presentation attack de-
tection. The selected metrics are:

USABLE_IRIS_AREA,
IRIS_SCLERA_CONTRAST,
IRIS_PUPIL_CONTRAST,
PUPIL_BOUNDARY_CIRCULARITY,
GREY_SCALE_UTILIZATION,
IRIS_RADIUS,
PUPIL_IRIS_RATIO,
IRIS_PUPIL_CONCENTRICITY,
MARGIN_ADEQUACY,
SHARPNESS,

MOTION_BLUR, and
OVERALL_QUALTITY.

Except for GREY_SCALE_UTILIZATION (measured
in bits), IRIS_RADIUS (measured in pixels), and
MOTION_BLUR (measured as the major-to-minor axis ra-
tio of the ellipse approximating the point spread function
estimated from the image), all other metrics are in the range
of (0,100). The 255 value means that a given image quality
metric could not be calculated.

3.4. Iris Recognition Method

To calculate the comparison scores, we employed an
open-source academic solution specially designed for post-
mortem iris recognition, and based on human-driven bi-
narized image features (HDBIF) [26]. HDBIF combines
deep learning-based iris segmentation and human-inspired
domain-specific feature extraction to make iris biometrics
more robust against post-mortem changes. This method
uses domain-specific filters, derived via Independent Com-
ponent Analysis (similarly to BSIF filters proposed by Kan-
nala and Rahtu [27]), from iris image patches collected in
an eye tracking experiment, in which subjects were solving
a post-mortem iris recognition task. The resulting HDBIF
filters are applied to normalized iris images and the convo-
lutional results are binarized into a code, as in Daugman’s
approach [28]. Finally, the comparison score is calculated
as the Hamming distance between codes representing non-
occluded iris portions. The Hamming distance is simply
the fraction of bits that the two iris codes disagree. This
method is, to our knowledge, the state-of-the-art approach
to post-mortem iris recognition [3], hence its selection for
this study

4. Experimental Analysis
4.1. Evaluation Samples

To evaluate the trained model in terms of its capabili-
ties to generate ISO-compliant same- and different-identity
post-mortem iris samples, we have generated synthetic
forensic iris images representing all PMI ranges, and match-
ing the number of samples in each PMI category with the
numbers of authentic samples in the training set for each
PMI class. Fig. 3 shows examples of authentic and syn-
thetic images for each PMI class, where Fig. 3a represents
authentic samples and Fig. 3b features generated synthetic
samples. A visual inspection suggests that samples gen-
erated by the proposed model include all intricate details
specific to forensic iris images, such post-mortem-deformed
iris tissue and cornea, metal retractors, eyelid shape due to
application of such retractors, and deformed specular high-
lights caused by drying cornea.

4.2. Matching the Comparison Score Distributions

As described in Sec. 3.2, to generate synthetic images
that closely mimic authentic images, we sampled from hy-
perspheres of different sizes, defined by a radius €, cen-
tered at a latent vector representing a given new identity.
As we can see in Figure 4, depending on the distance from
the starting latent vector, the synthesis process introduces
variations in the iris texture, pupil size, and level of the
decomposition-related deformations. The obvious question
is thus about the radius £y, to not go “too far” if one wants
to generate genuine samples.
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(a) Example authentic post-mortem iris images originating from the Warsaw BioBase Post Mortem Iris v2.0 [1] and v3.0 [23] datasets (with approval).
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Figure 3. Examples of authentic and synthetically-generated images in the PMI ranges considered in this work. Note a remarkable realism
of the generated synthetic images, and its capability to capture intricate details, such as the deformed (due to decomposition) iris texture,
irregular specular highlights from the drying cornea (progressing when the PMI progresses), and even the metal eye retractors.

Figure 4. A set of synthetic images generated for a starting latent vector w (leftmost image) and latent vectors w' = ew sampled from
the same-identity hyperspheres centered at w and of radii ¢ = 0.01,0.03,0.05,0.07,0.09 (from the second left to the rightmost image,
respectively).
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Figure 5. Comparison score distributions obtained within all PMI ranges for authentic and synthetic post-mortem iris images.
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Figure 6. Distributions of the ISO/IEC 29794-6 iris image quality metrics calculated for authentic and synthesized post-mortem iris

samples.

To assess the e, Vvalue in a quantitative manner, we
calculated the genuine comparison score distributions (us-
ing the HDBIF matcher, Sec. 3.4) for both the authen-
tic and synthetic samples to see which e,,,x levels allow
to align the authentic and synthetic genuine score distri-
butions. An interesting observation was that, as shown in
Fig. 2, emax = 0.09 allows for a close alignment of these
two distributions for the entire dataset. However, when we
consider the distribution of genuine scores on a class-wise
basis, setting a PMI-specific £,,,x may be necessary. For
instance €. = 0.05 is a better choice for PMIs up to
312h, and £, = 0.09 allows for a better score distribu-

tion alignment for the remaining PMI ranges (313h-336h,
337h-360h, 361h-384h, 384h-408h, and 409h-1674h). This
phenomenon can be explained by large and unpredictable
dynamics of post-mortem changes for eyes with larger PMI
values. Fig. 7 in the supplementary materials illustrates all
genuine score distributions calculated for authentic images
and synthetic samples generated for various €.y and for
each PMI class.

For simplicity and illustration of the model’s operation,
a single epmax = 0.05 was used to generate samples for the
final evaluation, illustrated for all PMI classes in Fig. 5.
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4.3. Matching the ISO/IEC 29794-6 Image Quality
Metrics

To assess the iris recognition-specific quality of the gen-
erated images, we analyzed how eleven ISO/IEC 29794-6
iris image quality metrics align between the authentic and
synthetic images. These metrics offer a multifaceted eval-
uation, considering aspects such as iris pattern visibility,
pupil-to-iris size ratio, pupil shape regularity, gray-scale uti-
lization, and sharpness. In addition, the overall quality met-
ric, combining those eleven properties, has been calculated.
A visual representation of the distributions of ISO metrics
allowing to assess the quality of the synthesized images in
relation to the authentic samples is shown in Fig. 6. The
synthetic images closely mirrored the quality properties of
the authentic images. This congruence in distributions high-
lights the model’s proficiency in replicating various qual-
ity attributes. However, two discernible differences were
found. The first one in the GREY_SCALE_UTILIZATION
metric, where the synthetic images exhibited a higher score
for most of the generated samples compared to authen-
tic images, indicating a more efficient utilization of the
grayscale spectrum by the trained model. These variations
may be partially attributed to the extensive color transfor-
mations applied within the adaptive discriminator augmen-
tation pipeline of the StyleGAN2-ADA model. The second
difference can be noted in SHARPNESS values, being a bit
smaller for synthetic samples. This can be attributed to up-
scaling carried out after the synthesis is finished. Knowing
that iris recognition usually employs lower-pass filters to
encode identity features, this should not have a significant
impact on the usability of the generated samples.

S. Summary

This study offers a conditional StyleGAN-based gener-
ative method to synthesize post-mortem iris images, with
a hope to advance both forensic iris recognition (including
human examination) and iris presentation attack detection,
by offering the first-of-this-kind tool to generate never-seen-
before, realistic, ISO-compliant, identity-preserving sam-
ples exhibiting tissue deformations typical for a given post-
mortem interval. The same-identity samples were possi-
ble to be generated by an appropriate definition of latent
space sub-manifolds “storing” representations of the same
identities. These sub-manifolds were discovered by match-
ing the genuine score distributions calculated for synthetic
and authentic images. In addition to the sources codes and
model weights, this paper also offers a ready-to-use dataset
of 180,000 synthetic, post-mortem iris images for 18 differ-
ent PMI ranges.
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