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Abstract

Attribute-based person retrieval enables individuals to
be searched and retrieved using their soft biometric fea-
tures, for instance, gender, accessories, and clothing col-
ors. The process has numerous practical use cases, such
as surveillance, retail, or smart cities. Notably, attribute-
based person retrieval empowers law enforcement agen-
cies to efficiently comb through vast volumes of surveil-
lance footage from extensive multi-camera networks, facil-
itating the swift localization of missing persons or crimi-
nals. However, for real-world application, attribute-based
person retrieval is required to generalize to multiple set-
tings in indoor and outdoor scenarios with their respective
challenges. For its second edition, the WACV 2024 Pedes-
trian Attribute Recognition and Attribute-based Person Re-
trieval Challenge (UPAR-Challenge) aimed once again to
spotlight the current challenges and limitations of existing
methods to bridge the domain gaps in real-world surveil-
lance contexts. Analogous to the first edition, two tracks
are offered: pedestrian attribute recognition and attribute-
based person retrieval. The UPAR-Challenge 2024 dataset
extends the UPAR dataset with the introduction of harmo-
nized annotations for the MEVID dataset, which is used
as a novel test domain. To this aim, 1.1M additional anno-
tations were manually labeled and validated. Each track
evaluates the robustness of the competing methods to do-
main shifts by training and evaluating on data from entirely
different domains. The challenge attracted 82 registered par-
ticipants, which was considered a success from the organiz-
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Figure 1. PAR datasets — Sample images from the four sub-
datasets contained in the UPAR challenge 2024 dataset. Each
dataset shows different characteristics and thus poses different
challenges. Market1501 [49], PA100k [26], and PETA [§] are em-
ployed for training and validation, and images from the MEVID [7]
dataset serve as test images.

ers’ perspective. While ten competing teams surpassed the
baseline for track 1, no team managed to outperform the
baseline on track 2, emphasizing the task’s difficulty. This
work describes the challenge design, the adopted dataset,
obtained results, as well as future directions on the topic. The
UPAR-Challenge dataset is available on GitHub: https :
//github.com/speckean/upar_challenge.
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1. Introduction

Searching extensive person image databases for individu-
als matching specific sets of semantic attributes is facilitated
by attribute-based retrieval systems. These systems often
rely on Person Attribute Recognition (PAR) methods to rec-
ognize semantic attributes of individuals, such as gender,
age, or clothing information. However, performing PAR and
attribute-based person retrieval in surveillance data poses
challenges, particularly within single domains. These chal-
lenges arise from limitations in image quality, localized at-
tributes, and visibility issues caused by varying viewing
angles or occlusions.

To ensure the successful deployment and long-term use
of machine learning algorithms in surveillance contexts, it
becomes crucial to address the robustness of these algorithms
to domain gaps that occur due to changes in the environment.
This adaptability is vital for maintaining the effectiveness of
the algorithms over time and in diverse scenarios.

Performing generalization experiments for PAR has been
a challenging task, primarily due to the lack of a large
dataset specifically designed for this purpose. Until recently,
researchers faced difficulties in finding a suitable dataset
that could adequately support generalization experiments.
The absence of such a dataset limited the ability to assess
the performance and effectiveness of their models in real-
world scenarios. However, with the introduction of the UPAR
dataset [5,37], there is a large-scale dataset specifically cu-
rated for generalization experiments. This dataset and its
first challenge extension provide a more comprehensive and
diverse sample of data with the harmonization of 40 binary
attributes over 12 attribute categories across five existing
datasets, allowing researchers to evaluate the robustness and
adaptability of algorithms across different domains, environ-
ments, and scenarios. The availability of these datasets has
opened up new opportunities for studying and improving the
generalization capabilities of machine learning algorithms,
ultimately leading to more reliable and effective models.

For its second edition, the WACV 2024 Pedestrian At-
tribute Recognition and Attributed-based Person Retrieval
Challenge (UPAR-Challenge)' aims to demonstrate that the
problem of domain gaps in a real-world surveillance context
and the related challenges and limitations of existing meth-
ods remain and show the progress made in the last year in this
field. The problem of domain shifts is particularly present
when only limited training data is available and when the test
data follows a different inherent data or attribute distribution.
Exemplary images are provided in Fig. 1. In this year’s chal-
lenge, Market1501 [23,49], PA100k [26], and PETA [8] are
employed for training and validation, and images from the
MEVID [7] dataset serve as test images. To this aim, a total

'https://chalearnlap . cvc.uab.cat /challenge/57/
description/

of 1.1M new binary annotations are contributed to a subset
of images sampled from MEVID.

The UPAR Challenge 2024 is split into two tracks associ-
ated with semantic pedestrian attributes, such as gender or
clothing information: Person Attribute Recognition (PAR)
and attribute-based person retrieval. Both tracks are evalu-
ated with public and private sets, with the aim of testing the
robustness of the competing methods to domain shifts by
training on data from multiple domains and generalizing to
an unknown target domain. The challenge attracted a total
of 82 registered participants in its different tracks. With a
total of 386 submissions at the different challenge stages
and tracks, the challenge highlighted the difficulty of the
tasks. While ten competing teams managed to outperform
the challenge’s baseline [37] on track 1 as detailed in Sec. 5,
no team managed to surpass it on the track 2.

The paper summarizes the preparation and results of the
UPAR-Challenge. In the following sections, we describe
the challenge data preparation (Sec. 3), the challenge setup
(Sec. 4.1), evaluation methodology (Sec. 4.2) and baseline
(Sec. 4.3), a description of submitted methods (Sec. 5.1), the
results (Sec. 5.3), and provide a brief discussion about future
research directions (Sec. 6).

2. Related Work

Pedestrian Attribute Recognition: Pedestrian attribute
recognition is a well-established research field. Deep
learning-based research focuses on global models [15, 19,
,40,50], part-based models [13,22,24,46,48,52] aiming
to partition the human body into several parts, or attention-
based approaches [14, 18,26,32,43]. Furthermore, recent
works address co-occurrences of attributes in multiple ways.
While Han et al. [15] argue that adjusting the attribute pre-
dictions based on co-occurrence priors is beneficial for the
task, Zou et al. [51] demonstrate that especially general-
ization might suffer if unintended co-occurrence biases are
learned. A currently emerging field is the use of transformers,
as self-attention is capable of capturing long-range depen-
dencies in contrast to convolutions. The PARFormer [11]
is a transformer-based baseline model, whereas further ap-
proaches [4,44] propose to encode the predictable attributes
with transformers to capture inter-attribute correlations. Re-
cent studies [5, 19,37] indicate that thoroughly optimized
global models achieve state-of-the-art performance, espe-
cially in terms of generalization to new data sources, as in-
tricate models tend to overfit to the characteristics of biased
research datasets.
Attribute-based Person Retrieval: Attribute-based person
retrieval is typically tackled by either pedestrian attribute
recognition or learning joint feature spaces between textual
and image features. Methods utilizing attribute recognition
compare discrete attribute queries with the attributes ex-
tracted for the images to be searched through [12,21,33-36,
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,39,45]. In contrast, the latter approach extracts embed-
dings from both the query attributes as well as the images
and aims at aligning them with different techniques. Some
works [3,47] rely on generative approaches for the alignment
of the two modalities. However, Jeong et al. argue that the
training of such approaches is unstable. Thus, they propose
novel loss and regularization functions to enable learning a
robust embedding space with conventional training schemes.
Similarly, Zhu et al. [53] introduce triplet loss-based loss
functions that consider both inter-modal and intra-modal
embedding differences. Further works [9, 17] extract and
match features on multiple levels, i.e., global and local or
attribute-specific embeddings.

3. MEVID Attributes

The Multi-view Extended Videos with Identities
(MEVID) [7] is a dataset for large-scale, video person re-
identification (RelID) in the wild. It is a subset of the MEVA
dataset [6] which contains over 2,237 unique outfits, worn
by 176 actors, each photographed front and back, with and
without outerwear. This check in collection provide photos,
each showing the actor holding a card which identifies their
ID. Each check in photo is thus connected with a global ID
which links each instance of a person in the MEVID dataset.
The MEVID dataset itself contains 158 actors wearing 598
different outfits across 17 unique indoor and outdoor loca-
tions. The videos are collected from a wide range of natural
scenes such as parking lots, bus stations, cafes, school en-
vironments, and more, for a total of 33 different camera
viewpoints and a wide range of scales on each target, with
the smallest on the order of 75 pixels and the largest of 500
pixels on target height. MEVID is divided into the train and
test sets. The train set, contains 104 identities with 485 outfits
in 6,338 tracklets. The test set includes 54 global identities
with 113 outfits in 1,754 tracklets.

The MEVID dataset does not provide PAR annotation,
which is the reason why we asked 3 paid annotators to manu-
ally define the 40 UPAR attributes for the check in collection.
The annotation is performed for each person’s outfit indi-
vidually, which mean the attributes of the same person are
described using the different images of this person in the
same outfit (front and back). The annotation process follows
the UPAR annotation process in [37]. Accordingly, for each
frame, the body area is divided into the two areas, up the hips
(Upper-body) and down the hips (Lower-body). The clothing
for the upper-body and lower-body regions is classified by
determining the color class for the UpperBodyClothingColor
and LowerBodyClothingColor attributes, respectively. The
color classes are divided into unique color classes (black,
white, gray, red, blue, yellow, orange, green, purple, pink,
purple), a collection class (other), and a class for missing
assignments (unknown). The clothing in the lower body re-
gion is classified by determining the length class for the

LowerBodyClothingLength attribute. The length classes can
be divided into two unique classes (long, short) and one for
missing assignments (unknown). If the person is not clearly
underage (child, teenager) or clearly an adult or elderly, the
attribute is set to unknown. To maintain consistency, each
frame is checked according to the dual control principle by
an annotator (validator) who has not previously classified
the same frame. In this process, operating errors are detected
and corrected directly by the validator. Please refer to sup-
plementary material of [37] for more details. This results in
the annotation of 2,848 images with 113,920 labels.

4. Challenge Design

The 2024 WACV Challenge for Pedestrian Attribute
Recognition and Attribute-based Person Retrieval comprises
two tracks linked to semantic descriptors of pedestrians,
including clothing or gender information: PAR and attribute-
based person retrieval. While both tracks use the same data
sources, they differ in evaluation criteria. Unlike the prior
competition, there exists only one training split, and data
from multiple sources are permissible for training. Further-
more, validation is conducted using data from the same
sources in order to replicate the realistic setting when ac-
tual target domain data is unavailable. The teams had the
flexibility to conduct various experiments with subsets of
the training and validation data or apply cross-validation
schemes. Since the challenge aims to investigate methods
that can generalize to new and potentially unknown domains
without re-training, calibration, or domain adaptation, avail-
able information about the test set was limited. The private
test set for this challenge comprises images from a single
data source, featuring both indoor and outdoor images. In
detail, the goals for each track are defined as follows:

e Track 1: Pedestrian Attribute Recognition - The ob-
jective of this track is the development of a PAR model
that accurately recognizes the soft biometrics of indi-
viduals in the presence of domain shifts.

* Track 2: Attribute-Based Person Retrieval - The
goal of this track is to locate individuals within a large
gallery database who match a certain attribute descrip-
tion. Approaches should use binary attribute queries
and gallery images as input, then rank the images based
on their similarity to the query.

The challenge included two phases, development and
test, during which participants were required to submit their
results for a validation set using the public training data re-
leased during the development phase. During the final stage
of the challenge, each participating team was permitted to
submit only three entries, following the release of the test
data a few days before the end of the challenge. Participants
who surpassed the baseline and thus qualified for winning
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Category | Age Gender | Hair length | UB clothing length | UB clothing color | LB clothing length | LB clothing color | LB clothing type | Backpack ‘ Bag ‘ Glasses | Hat
Young | Female | Short Short Black Short Black Trousers&Shorts | Backpack | Bag | Normal | Hat
Adult Long Blue Blue Skirt&Dress Sun
Elderly Bald Brown Brown
Green Green
Grey Grey
Attributes Orange Orange
Pink Pink
Purple Purple
Red Red
White ‘White
Yellow Yellow
Other Other
Table 1. UPAR Attributes — Attribute annotations included in the UPAR dataset. Source: [5]
the challenge were obligated to share their codes and trained Training ‘ Validation ‘ Test
models after the end of the challenge. This allows the orga-
. . . . Market1501, | Market1501,
nizers to replicate the results submitted during the test phase
. . . PA100K, PA100K, MEVID
in a code verification stage.
PETA PETA

4.1. UPAR-Challenge 2024 Dataset

Analogous to the first UPAR challenge” [5], the challenge
utilizes an extension of the UPAR dataset’ [, 37]. The chal-
lenge dataset consists of the harmonization of three public
datasets, namely PA100K [25], PETA [&], and Market1501-
Attributes [23,49], for training and validation, and a novel
test set. 40 binary attributes have been unified between those
for which we provide additional annotations. This dataset
enables the investigation of PAR and attribute-based person
retrieval methods’ generalization ability under different at-
tribute distributions, viewpoints, varying illumination, and
low resolution. The novel test set builds on the image data
included in the MEVID dataset [7].

Attribute annotations for this data are contributed, as de-
scribed in Sec. 3. Note that annotations are provided on the
identity level, i.e., the attributes of each individual included
in the data is annotated once rather than creating labels for
each single image. Moreover, it is found that the dataset
tracks contain a substantial amount of annotation errors,
ranging from empty bounding boxes to incorrect assignment
of identities and outfits. Thus, the dataset was manually cu-
rated and representative images are selected to form the test
set and allow meaningful evaluation. In total, 28,095 test
images were chosen. In conjunction with the training and
validation splits, 159,201 person images are included in the
UPAR-Challenge 2024 dataset, as reported in Table 3. The
attribute annotations in this year’s challenge are identical to
those originally proposed for the UPAR dataset. An overview
is given in Table 1.

4.2. Evaluation Protocol

The evaluation protocol differs from the UPAR challenge
2023. Data from multiple dataset domains is made available

Zhttps://github.com/speckean/upar_challenge
3https://qithub.com/speckean/uparidataset

Table 2. UPAR Challenge 2024 domains — Data from three
datasets is used for training and validation, while images from
the MEVID [7] dataset represent the target domain for generaliza-
tion.

Split ‘ # Images ‘ # Queries
Training 97,699 —
Validation | 33,407 3,462
Test ‘ 28,095 ‘ 367

Table 3. Split statistics — The number of images used in both
tracks, and the number of queries employed to evaluate track 2 are
reported. In total, the UPAR-Challenge 2024 dataset consists of
159,201 person images.

for training and validation. This procedure corresponds to
the real-world scenario when diverse data is available for
training but from data sources divergent to the target domain.
Both challenge tracks leverage the same data splits. Only im-
ages specified for the training split were allowed for training.
The use of any other data was strictly prohibited and verified
during code verification. Table 2 illustrates the partitioning
of UPAR sub-datasets to the splits. As the challenge aims
at the examination of methods that generalize well to novel,
unknown domains, any use of test data for re-training, cal-
ibration, or domain adaptions was prohibited. However, it
was allowed to leverage the validation data during the test
phase to train the final model.

The following metrics were considered to determine the
challenge winners for the two tracks:

1. Harmonic mean from label-based mA and instance-
based F1

2. mADM [36]
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The label-based mA measures the average between the posi-
tive and negative recall separately for the attributes, whereas
the instance-based F1 score focuses on the predictions per
instance, i.e., how well the predicted attributes describe the
depicted person. The mADM [36] is a new attribute-based
person retrieval metric that takes into account the degree
of agreement between the query attributes and ground truth
labels of gallery samples, instead of only considering binary
relevance. Consequently, produced quality scores better cor-
respond to the visual perception of a retrieval ranking by
humans and offer more detailed insights.

4.3. Baseline

The UPAR baseline proposed by Specker et al. [37] is
employed as our challenge baseline due to its state-of-the-art
performance in both challenge tasks. The model follows a
straightforward classification architecture, comprising a Con-
vNeXt [28] backbone and a fully-connected classification
head, thus, being computationally efficient. Similar to pre-
vious studies, PAR is treated as a multi-label classification
problem with binary attributes. Consequently, the baseline
incorporates a Sigmoid activation layer as the final layer and
is trained using a weighted cross-entropy loss function [21].
The initial learning rate is set to le-4, and a plateau scheduler
reduces it by a factor of 0.1 when the validation loss fails to
decrease for more than four epochs. Weight decay is config-
ured as 5e-4, and the AdamW optimizer [29] is utilized as
it enhances generalization compared to the original Adam
optimizer [20]. The baseline model is primarily designed for
cross-domain attribute-based person retrieval, thus various
techniques and modules are employed to prevent overfit-
ting and improve generalization. These include exponential
moving averages of model weights, appropriate batch sizes,
label smoothing [4 1], dropout [31], and data augmentation
techniques [16].

The implementation and training of the baseline are con-
ducted using PyTorch 1.11 and CUDA 11.3 on NVIDIA
GeForce RTX 3090 GPUs. Adaptive mixed precision is ap-
plied to accelerate the training process, and trainings are
terminated once the validation accuracy ceases to improve.

5. Challenge Results

The challenge ran from 13 September 2023 to 28 October
2023 through Codabench*, an open-source framework for
running competitions. Track 1 of the challenge attracted a
total of 60 registered participants. During the development
phase, 21 active teams made a total of 296 submissions.
Afterward, during the test phase, 32 active teams made a
total of 72 submissions. The fewer submissions in the test
phase come from the maximum number of submissions per
participant in this final phase. It was set to 3 to prevent

“https://www.codabench.org/
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Figure 2. Overview of the runner-up method of team hdcolab [1]
— Their overall architecture is composed of (i) two backbones for
feature extraction: Eva vanilla ViT and a SwinT with channel-aware
attention, and (ii) a cross-fusion module.

participants from improving their results by trial and error.
Track 2 of the challenge attracted a total of 22 registered
participants. During the development phase, only one active
team made a total of 8 submissions. Afterward, during the
test phase, five active teams made a total of 7 submissions.
Since track 2 did attract much less attention and no approach
was able to surpass the baseline, the results of this track are
shortly reported and discussed.
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5.1. hdcolab

The runner-up team hdcolab proposed an extensive two-
backbone architecture, illustrated in Fig. 2. Similarly to
the winning solution of the precedent edition of this chal-
lenge, the authors chose a transformer architecture instead
of a CNN as in the baseline. Their method called C?T-
Net [1] uses two transformer networks, SwinT-base [27]
and a customized variant of the vanilla vision transformer
ViT-large [10] in order to capture both local and global as-
pects of a person. To this aim, they propose to customize
each SwinT block with a channel-aware attention mecha-
nism. At the end of the two branches, instead of concate-
nating the features vectors emerging from SwinT and ViT,
the authors argue that this does not take fully advantage
of the feature maps delivered by both backbones. Instead,
they decide to use cross-attention to develop a cross-fusion
module in order to support mutual benefits between local
and global features. Finally, after fusion, a full-connected
layer is used followed by a sigmoid activation. The whole
model is trained using binary-cross entropy loss using Ran-
domCrop and RamdomHorizontalFlip augmentation with an
input resolution of 128 x 256 pixels.

The model is trained end-to-end with the Adam optimizer,
a starting learning rate of le-6, a batch size of 64, and the
plateau scheduler. This means that the learning rate is re-
duced by a factor of 0.1 when the results did not improve for
4 subsequent epochs.

5.2. DS

The method proposed by team DS” leveraged the CNN
EfficientNetV2-Large backbone [42], attribute-wise balanc-
ing, and stochastic weight averaging to improve robustness
and accuracy. For each attribute, a separate classification
head consisting of two fully-connected layers with a ReL.U
and dropout layer in between are applied. Moreover, they
design a variant of the cross-entropy loss with attribute-wise
balancing for attribute-wise binary classification. It applies
label smoothing [30] and weight balancing to the logits and
labels batch-wise. To achieve this balance, they multiply the
number of negative samples by the inverse of the batch size
for positive samples, and vice versa for negative samples.
Furthermore, they try to determine an optimal threshold for
each attribute using the validation set to optimize the model’s
performance. To this aim, they use an attribute-based grid
search approach similar to [35]. They initialize the threshold
for each attribute at 0.5 and iteratively adjust the threshold
for each attribute, seeking the best threshold that maximizes
the mA metric. The search space for each attribute ranges
from 0.1 to 0.9. Finally, the authors use the Albumentations
Library [2] to perform exhaustive data augmentation us-
ing RGBShift, ColorJitter, ImageCompression, SafeRotate,

5Deeping Source Inc.: https://www.deepingsource.io/

Rank | Method | Avg. | mA  Fl1
1 fanttec 71.8 | 71.1 725
2 | hdcolabf 71.7 | 705 73.1
3 sophere001 71.6 | 709 723
4 doanhbc 715 | 703 727
5 bhn2023 714 | 70.1 727
6 hungdoanhcnku 71.1 | 689 724
7 DST 70.5 | 72.2 68.9
8 sidonio 70.0 | 71.7 68.4
9 thorin 70.0 | 71.1 68.9
10 | hungda 69.8 | 72.1 67.7
- UPAR Baseline [37] | 69.4 | 68.0 70.9

Table 4. Codabench leaderboard for track 1 — 10 teams managed
to surpass the UPAR baseline concerning track 1. Best scores are
highlighted in bold. T Approach that submitted code and a fact sheet.

Rank | Method
UPAR Baseline [

| MADM | mAP  R-1
1| 431 | 134 262

1 DST 31.9 74 20.7
2 sidonio 304 6.7 16.1
3 thorin 30.4 6.8 16.1

Table 5. Codabench leaderboard for track 2 — No approach
managed to outperform the baseline. Best scores are highlighted in
bold. T Approach that submitted code and a fact sheet.

Affine, HonrizontalFlip and CoarseDropout.

Training is conducted using the SGD optimizer with a
learning rate of 0.01, weight decay of le-4, and momentum
of 0.9. A batch size of 64 is employed, and the training is
carried out for 40 epochs. The label smoothing parameter is
set to 0.1 and stochastic weight averaging starts from epoch
10 with updates every 100 training iterations.

5.3. Results & Findings

This section evaluates and discusses the challenge results
for both tracks.
Track 1 - Pedestrian attribute recognition: Results for
track 1 are given in Table 4. The leaderboard shows that,
contrary to the first edition of the challenge, 10 teams man-
aged to surpass the UPAR baseline in terms of track 1. This is
attributed to the new evaluation protocol that allowed the use
of diverse data from multiple image domains for training. As
a result, training large architectures, as done by hdcolab, was
feasible. The increased diversity in the training data reduces
the risk of overfitting and learning biases that do not trans-
fer well to new image sources. Therefore, more participants
were able to outperform the simple and lightweight UPAR
baseline. These findings demonstrate the importance of di-
verse training data in order to train large models and achieve
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strong generalization performance, especially in finegrained
classification tasks such as PAR. Furthermore, imbalances of
approaches in terms of label-based mA and instance-based
F1 score are evident. For instance, the DS team achieved
the best mA results but performed worse than the UPAR
baseline regarding instance-based F1. In contrast, hdcolab’s
method leads to the best F1 performance, but to the detriment
of mA when compared with other approaches. The reason
is that depending on the model architecture, the focus is
either on individual attributes (reflected by mA) or on entire
descriptions obtained for persons. The multi-head structure
of DS discards attribute correlations and applies separate
classification heads for the attributes. Thus, the individual
attributes are well recognized. Contrary to that, the model of
hdcolab extracts global feature representations across all at-
tributes for the person images, thereby implicitly leveraging
correlations between attributes, such as co-occurrences. This
approach results in better semantic descriptions of a person’s
attributes and, therefore, in enhanced instance-based F1 per-
formance. In summary, the best method fanttec is capable of
improving the challenge metric compared to the baseline by
2.4 points.

Track 2 - Attribute-based person retrieval: Analogous to
the UPAR-Challenge 2023, none of the participants were
able to outperform the UPAR baseline [37] concerning
attribute-based person retrieval, as it is observable from the
leaderboard results in Table 5. One possible explanation
might be that the approaches still overfit the training data
and, thus, get over- or underconfident regarding the recogni-
tion of the attributes. This negatively affects the confidence
scores of PAR models, which are typically employed to
calculate the distance to the query to build the retrieval rank-
ing [35,37]. In contrast, PAR metrics are computed based
on binarized attribute predictions and, hence, are less influ-
enced by this issue. In conclusion, the simple and lightweight
UPAR baseline still represents the state-of-the-art concern-
ing attribute-based person retrieval in generalization settings
by a large margin. In terms of mADM, the difference to the
second-best approach by DS are a remarkable 11.2 points.

6. Conclusions

The UPAR-Challenge 2024 attracted over 82 participants,
who made 304 submissions during validation and 79 sub-
missions for the test set. This second edition of the chal-
lenge, introduced a new evaluation set based on the MEVID
dataset, for which 1.1M additional binary annotations were
contributed. This time, 10 teams managed to surpass the
UPAR baseline for track 1, which is related to the new eval-
uation protocol that allowed the use of diverse data from
multiple image domains for training. In track 2, for which
a new evaluation metric was introduced, participants could
not manage to beat the proposed baseline. The challenge and
its results highlight the difficulty of PAR and attribute-based

person retrieval in real-world surveillance scenarios. While
the overall winner of track 1 proposed a balanced method
in terms of label-based mA and instance-based F1 score,
the solution with the best performance concerning the mA
metric is still largely surpassed by the baseline w.r.t. to the
instance-based F1 metric. The runner-up solution surpassed
the winner for F1, but could not compete for mA. This shows
that the evaluation protocols designed for real-world chal-
lenges were difficult, and that the PAR task remains an open
field for future research. Following the release of the UPAR
dataset [37], the UPAR-Challenge 2023 [5] and these re-
sults, we see a positive development towards research on
PAR with single images for realistic application scenarios.
However, we could not observe this trend for the closely re-
lated task of attribute-based person retrieval. With upcoming
regulation for Al and data-privacy, we emphasize that future
research should focus more closely on this task, which shows
favorable privacy-preserving properties through the use of
soft-biometric attributes. In future works we will focus on
video PAR, as in real-world surveillance scenarios typically
videos or tracks of persons are available rather than single
images. This enables more robust recognition of individuals’
semantic characteristics, since richer information about the
appearance is available.
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