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Abstract

In the realm of Internet of Things (IoT) communication,
where many devices operate within resource-constrained
environments, the MQTT communication protocol is of-
ten employed to establish a swift and efficient network for
sharing and exchanging data.lt primarily supports message
broadcasting rather than point-to-point data exchange.
Each endpoint can merely broadcast messages to other end-
points subscribed to the same topic. Furthermore, MOQTT
lacks built-in encryption mechanisms, leaving data trans-
mission vulnerable to potential eavesdropping.

In response to these shortcomings, this research lever-
ages blockchain technology and enhances it with features
such as public and private key management, broadcast-
ing, and message verification. The objective is to enhance
communication quality and ensure the reliability of mes-
sage encryption. To achieve this, every device within the
network is equipped with the public keys of other devices
through a broker broadcast. Before encrypting a mes-
sage using these public keys, a verification step is per-
formed to ensure the consistency of public keys across all
devices. This approach facilitates Message on Transmis-
sion Protocol (MTP),Subject-Specific Communication Pro-
tocol (SSCP) and mitigates the risk of compromised public
keys.

In the experimentation, it is demonstrated that the exper-
imental performance of this architecture, whether with 3 de-
vices, 10 devices, or 100 devices, exhibits a latency almost
difference of less than 1 second. Therefore, this validates
that our designed architecture not only enhances security
but also boasts excellent performance.
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1. Introduction

The absence of intrinsic data encryption capabilities in

MQTT poses an acute problem, significantly compromis-
ing the integrity of sensitive information within IoT appli-
cations. In light of these challenges, blockchain technology
emerges as a compelling solution. Blockchain, a decen-
tralized and distributed architectural paradigm, fortifies the
sanctity of data records through an immutable ledger main-
tained via consensus mechanisms among network nodes.
Additionally, it endows data exchanges with an impervious
shield of security through the utilization of public-private
key pairs.
In this study, multiple enhancements to improve the MQTT
security posture become apparent by integrating blockchain
technology into the MQTT node communication model.
This enhancement includes enhancements against data tam-
pering and corrects potential risks of MQTT, including for
Communication Protocol; within the conventional MQTT
framework, nodes must resort to the topic subscription
mechanism when they seek to establish Single Transmis-
sion Protocol. Although this approach permits multiple
recipients, it fails to guarantee data security in scenarios
where only one of the recipients is authentic. In the archi-
tecture we propose for our research, we introduce a novel
approach that empowers each node to attain original Sin-
gle Transmission Protocol. This communication is accom-
plished by utilizing RSA and AES encryption mechanisms,
ensuring robust data security and confidentiality. In our pro-
posed architectural framework, each topic is endowed with
a unique RSA public-private key pair. This design feature
serves the crucial function of restricting access to the con-
tent of messages to only those nodes that have subscribed to
the respective topic.
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2. BACKGROUND KNOWLEDGE AND RE-
LATED WORK

MQTT with Internet of Things (IoT)

The concept of the Internet of Things (IoT) was first
introduced by Kevin Ashton in 1999 [I]. Its goal is
to enable intelligent monitoring, data collection, and
automated control of various objects in the real world,
connecting physical devices in a network, including sen-
sors, software, and data exchange mechanisms [2]. The
critical feature of IoT is its applicability across various
domains, significantly improving efficiency and reducing
costs, whether in smart homes, industrial production, urban
infrastructure, agricultural monitoring, etc. It facilitates
intelligent communication between different devices,
devices with people, and devices with the environment [3].
MQTT is a communication protocol used for transmitting
information between IoT devices, first proposed by IBM
in 1999 and widely adopted. The MQTT protocol is based
on a publish/subscribe model, with a central server called a
broker responsible for coordinating message transmission
and reception. Devices can receive the information they
need by subscribing to specific topics and transmitting data
by publishing messages to corresponding topics [4]. In IoT,
MQTT provides a reliable, scalable, and resource-efficient
means of data exchange. However, it lacks built-in encryp-
tion mechanisms, which can pose a risk of data leakage in
unsecured MQTT communication [5]. Therefore, ensuring
the security and encryption of MQTT communication is
essential in 10T applications.

Decentralized Architecture in Blockchain

Blockchain is a technology emphasizing decentralized
architecture and immutable data storage and exchange. It
divides data into blocks containing a certain amount of
data and a digital signature to ensure block integrity. These
blocks are arranged chronologically, with their content
cryptographically linked, forming a chain. Consensus
mechanisms provide data that cannot be tampered with
or falsified [6]. Blockchain technology is not limited to
cryptocurrency, such as Bitcoin, but is widely used in
various areas, including supply chain management, health-
care, finance, real estate, etc. [7]. Its primary advantage is
providing a secure and reliable way to record and share data
while eliminating the need to trust intermediaries and the
risk of data tampering, making blockchain an essential tool
for increasing transparency and trust in many industries [8].

Symmetric Encryption Algorithms

Symmetric encryption, also known as shared-key en-
cryption, is a cryptographic technique that uses the same
key for encryption and decryption [°]. This key can be a
number, a string, or a particular data file if it is sufficiently

long and complex to ensure data security. The key must
be kept secret during the encryption and decryption pro-
cesses, as anyone with access to the key can easily decrypt
the data [10]. Symmetric encryption transforms data using
the key, making it difficult to understand.

The encryption process takes plaintext (unencrypted
data) and the key as inputs, using a series of mathematical
operations to generate ciphertext (encrypted data). The
decryption process reverses these operations to recover the
original plaintext data. Symmetric encryption offers several
advantages, including speed and efficiency, suitability for
various applications like data transmission, file encryption,
network security, data storage, and simplicity of imple-
mentation. [ 1] However, it also presents challenges, such
as securing key management and exchange when sharing
encrypted data.

Asymmetric Encryption Schemes

Asymmetric uses a pair of keys: one is the public key,
and the other is the private key. We used the public key
to encrypt data and be openly shared, while the private key
must be kept confidential, allowing only the holder to de-
crypt the data. This method is more secure because third
parties cannot decrypt the data unless they illegally obtain
the private key [12]. The core principle of asymmetric en-
cryption involves using mathematically complex algorithms
to generate this essential pair. RSA is the most well-known
asymmetric encryption algorithm, named after its inventor
[13]. Senders use the recipient’s public key to encrypt mes-
sages; only the recipient’s private key can decrypt and read
the statements. To ensures the confidentiality of data dur-
ing transmission, as third parties cannot decipher the data
unless they obtain the private key [14].

3. RESEARCH FRAMEWORK

Given the resource constraints of IoT devices, in this
study’s scope, we posit that integrating blockchain’s public-
private key authentication and broadcasting methods with
the MQTT protocol is currently the most practical solution.
The research also demonstrates that performance remains
unaffected when many devices are concurrently operational.
Simultaneously, this integration enhances the security of
MQTT transmissions. Figure 1 presents a scenario involv-
ing a substantial quantity of real-world machines. In the
ensuing discourse and visual representations, our primary
emphasis will center on four specific devices, thus enhanc-
ing the clarity of our explanation.

Our proposed architecture primarily comprises the Sin-
gle Transmission Protocol and the Topic Transmission Pro-
tocol. A common feature between both is that when a mes-
sage needs to be transmitted, it initiates the recipient’s pub-
lic key broadcast verification first, as depicted in Figure 2.
This verification guarantees that the recipient’s public keys
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Figure 1. The anticipated real-world operational scenario involves
a large number of devices and centralizes around the integration of
a Broker with blockchain technology.

for all nodes in the architecture are uniform, ensuring the
accuracy of the recipient’s public keys. Only when this
condition is satisfied the message is encrypted and transmit-
ted. Otherwise, no transmission occurs, and non-matching
nodes’ public keys are logged.

The framework of trigger public key broadcast verifi-
cation is shown in Figure 2 since asymmetric encryption
is unsuitable for encrypting large amounts of data. In the
data transmission, after checking that all devices have the
same key, the encryption algorithm used is symmetric en-
cryption with AES. Therefore, after encryption, the sender
must transmit the private key to the recipient for success-
ful decryption. In our architecture, a private key is obtained
after AES encryption, which is then encrypted with the re-
cipient’s RSA public key before transmission. Based on the
structure, it ensures the security of the private key transmis-
sion process, and it ensures that only the legitimate recipi-
ent can receive the symmetrically encrypted private key and
further decrypt it into plaintext. Figure 3 shows describes
explicitly the encryption process.

Consequently, we have established the following exper-
imental framework that describes the testing environment
and architecture, which consists of four devices from N1 to
N4 with a broker. As the devices are presented using dif-
ferent devices, the numbers 1111 to 1114 represent devices
N1 to N4, respectively.

3.1. Message on Transmission Protocol (MTP)

When each device communicates using the MQTT pro-
tocol, it generates its public-private key pairs. These public
keys are sent to the broker, while the private keys are kept on
the respective devices. In this structure, the broker has the
public keys of all devices. Once the broker receives these
public keys, it broadcasts them to all other devices. This
means that each device possesses the public keys of differ-
ent devices, enabling mutual communication; the devices
will use MQTT transmission with a broker like Figure 4. In
our study, we used the number of public-private key pairs
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send message

‘ Trigger Public Key

Broadcast Verification (via Broker)

Not all nodes
have same key have same key

s

Don't send message and] [ The sender using the ]

All nodes

check which devices recipient’s public key
have different keys to encrypt message

‘ \ Send to Broker

Broker send to
target device

Figure 2. The commonality between the two protocols lies in the
activation of a public key broadcast verification mechanism during
transmission, verifying if all recipients share the same public key,
thereby determining whether to proceed with the transmission of
encrypted messages.

Sender Receiver

=B-8 ool
| !

@m + % — @% @m + @)m — @m

AES Receiver’s Encrypted Encrypted  Receiver’s AES
Public Key Key Key Private Key

o~
: C/VD4,
= Encrypted Key
Broker

Figure 3. The data encryption and transmission process

@

owned by each device, which can be summarized in Table
1. Figure 4 shows that the broker gets regeneration. Each
node transmits a public key to the broker and retrieves all
distinct device public keys. Figure 5 illustrates Nodel as an
example; the content for other nodes remains the same.
When a device intends to use a single transmission pro-
tocol, the first step is the sender broadcasts the recipient’s
public key through the Broker. It waits for all other devices
to verify whether their recipient’s public key is matches; if
any device returns a different result, it indicates a security
concern, including potential tampering or incorrect content
in the public key. The system will consequently cease mes-
sage transmission. If all devices return matching results,
the sender encrypts the message using the recipient’s public
key to ensure that only the legitimate recipient can decrypt
it correctly. Figure 6 describes the scenario in which all
devices in Figure 2 send back identical data and further en-
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Possession of Device Public Key | Possession of Device Private Key
Broker N1~ N2~ N3~ N4 -
N1 N1~ N2~ N3~ N4 N1
N2 N1~ N2~ N3~ N4 N2
N3 N1~ N2~ N3~ N4 N3
N4 N1~ N2~ N3~ N4 N4

Table 1. Each device having the public-private key pairs of other
devices.

T —
("127.0.0.1',Ca1111» (1111’s public key

*MIIBCEKCAQEAGN7S/6C fQIPSS20XyguA2YFIEGAZGE3JAAROIOK/ FeSESK2XE7 T INKDEPFYKKOX+VpX3WKIBADNGHA
zat7vSH8M1kVFvP+SHqUe3fNwP9dze9F ISpCDIhbIWXNNNX/E7hk8YKtWhPfOOXMTKkVUA9X3EYiqQE9OVVN+IMS6hZL
U430GOyXOH5324U36kCU/hEa/qOTNABMCECST/ jmGSHW2C JyWKBrGMSSabG16gSwodQpa3 INFXOMokU+MSUOtgj +YuC
MUGVRVBISSReIZGa3h5iFoQnhgfswosfmsj+SwyaeYay6f66IYv6ZIMVQV7vCaNriEKOGLgm8gDGIXPGXQIDAQAB ' ),

(127.0.0.1°€C1112)
*MITBCGKCAQEAPKAYVAsSTOTMAF gyB tpkwjZ9taQLKAmGIUMOONWKeZXL 7y741Kzx6Tula71XrVQPE1qkl1D0SEXNQT
X7wQqYdev2L15qXBXFs1KICEKSPUCTGEZSAKInAW] SBXUBNQORW+Qf0+YY0G7GuUASdt +uwu/gdIR6CSTh2b12dqa/xG8
YIMCStbQorkjxu2mMajL1jD50d4q8azpuGWZVBo+wQWZKIbs/XTj/VeSSTS6mlArHY f7MRme7x6bTIuldA9C++KmEjhM
XSg4E7SEjWAr82yYiz/yiluhOAo87Pa2D/vir/IxShuO/eh7wRd+qmrp/RAn+dBZsvXObBAKCCVCVXQIDAQAB' ),

(*127.0.0.1" (113D [[1113’s public key
MIIBCGKCAQEALMD7VE]VONKOTHBBVOBN 80y ~AUCUNDEGbHB71 ThzmmnvGFy/KPpshTGYeCEEATCU/bmj iDXEDVE]
5meVIukDO6PVOjMAC/CBSPC3SFilh3PRsQDENYM/KZXDMU79FBC/ pwcl Lj8ZBDKInLLUSkoFs11ALOBec 1WnTOHKOSW
78SIHT75uUYW1UOISE j/7gX8aémbovlexdl+Dnesf7dov8CwWeUOVBWEOWZK8ESROIObNUKIafGABNS7Mj62F rf2DZxpK
4733YNwZaIA7h8dKdarGIXU6T11Je24369hGq7TYWi Z+u38aDIOCPlerUTgSYHRCWAMOAKQIDAQAB " ) ,

(*127.0.0.1°,Ca114D> (1114’ public key
*MITBCEKCAQEAAQALAR): 1ywXCADD7VVE93H]7venXhAL UHFKER7hI 847 egnmyOrwxE INVOCZWRAUFQLUHT 3 SOWUY
OCLRUPUfZR1y7cyT3 1qzf FFUNPQirmyLTAbSFVXRgTQ2knkvoE jPbDN2Ed
oXteoMarugMitudnmHrc7eC1NOMAd2t jes8ZuNmy8S0tUZV+dfq12Yeb)zGXDC/NbWVCLc2VXKE1YrhHCAIMLXTFp37
vZda6XYKNAEUdnMc TudlydnRNi SdidaGFKoEG1gP72P7dF71qiBOhtME+ZnpKK+XOF IaLA/yJ1gGpIWIDAQAB ") |

[1112’s public key |

Figure 4. The diagram shows that the Broker have the public keys
of all other devices.

crypt it for transmission. The design of N1 wanting to send
a message to N3 is depicted. N1 initiates a broadcast for
public key verification through dashed arrow flows.

In the context of a device utilizing a singular transmis-
sion protocol, the first step involves the sender distributing
the recipient’s public key via the intermediary known as the
broker. Subsequently, all other devices await the verifica-
tion of this public key. If any device yields a dissimilar out-
come during the verification process, this anomaly indicates
potential security issues, including the possibility of tam-
pering or inaccuracies in the public key’s content. Conse-
quently, the message transmission system will be halted. If
all devices provide matching verification results, the sender
encrypts the message using the recipient’s public key, ensur-
ing that only the designated recipient can decrypt the mes-
sage accurately. Figure 6 elucidates the scenario wherein,
when different devices transfer their message, each node
has decrypted or can’t decrypt by other message, the data
during the verification process and subsequently engage in
further encryption for transmission. The diagram illustrates
the design of N1’s endeavor to transmit a message to N3.
The dashed arrow flows indicate that N1 initiates the broad-
cast for public key validation.

Each device, including N3, in this structure responds
with” Check” after successful verification. If N1 receives”
Check” replies from all devices, it sends the encrypted mes-
sage along the solid arrow. If any device returns different
data, the content marked with the solid black lines is not
executed.

ll N1 .'

[*] Receive list nodeInfo request by client

[(*127.0.0.1° Ca111) [1117’s public key
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©127.0.0.1" £ [(1113’s public key
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(‘127.0.0.1° C 1112 1114’s public key
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Figure 5. The diagram shows that the Node 1 have the public keys
of all other devices.
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Figure 6. Regarding the Message on Transmission Protocol
Flowchart, dashed lines represent the transmission of key verifi-
cation results, while solid lines indicate the transmission of the
judgment results. If there are no issues, the message is encrypted
and sent through the Broker.

3.2. Subject-Specific Communication Protocol
(SSCP)

In the MQTT transmission protocol, all devices commu-
nicate by publishing and subscribing to topics. When a de-
vice intends to publish content to a topic, it first registers the
topic with the broker. The broker then generates an RSA
public-private key pair for the topic.

The broker broadcasts the public key to all devices to

ensure that only authorized devices can decrypt messages
published to a topic. Each machine then uses its private key
to encrypt messages before broadcasting them to the topic.
All other devices can decrypt the messages using the public
key.
Figure 7 illustrates a scenario in which N1 and N2 are sub-
scribed to Topic A, and N3 and N4 are subscribed to Topic
B. N1 publishes a message to Topic A, and the broker for-
wards the encrypted message to N2. N3 and N4 cannot de-
crypt the message because they do not have the private key
for Topic A.

In the context of N1’s intent to transmit a message to
Topic B, the initial step is to execute the actions denoted by
the dashed arrows. This involves N1 broadcasting its pub-
lic key for Topic B to all devices. Subsequently, N2, N3,
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Figure 7. Subject-Specific Communication Protocol Flowchart,
encompassing two main topics, A and B. Simulating a scenario
where Nodel intends to transmit to Topic B, the protocol initiates
public key verification represented by dashed lines, followed by
the actual message transmission indicated by solid lines.

Owned Topic Public Key Owned Topic Private Key
Broker A-B A-B
N1 A~B A
N2 A-~B A
N3 A-~B B
N4 A-~B B

Table 2. Each device having the public-private key pairs of other
devices

N1}
= — - - ( N1 )
[*] Receive list topicInfo request by client

Topic_pubkey { [ A’s public key
"A": "MEGCQQCOcSn1buhkcE08IF728vAifhkmnajgNRhY1bwNb596L4mgcvDANgg6b3pnoCYdPzvhnluz/dD5as
2qZMyIUK1AGMBAAE=",

'B': 'MEGCQQCOjOd/1/e3105dQQu]LHeD+gKhaXypm+GIVAGR8hXETOArORYFZ7SNEI1CWM7VKTZDRWI603YCRA
VSMAfJKOCBAGMBAAE= "}

| B’s public key
Topic_prikey { A’s private key
A" "MITBPQIBAAJBALSXKeVUBGRWQ7WKXVbYSC+6SadqoolGF IVVAIV7n30viaBy8pg2CopvemnegIho/NuGew
5n9@P1r1mpkzIhSSUCAWEAAQIAHXa1 +ZNASMFKUGMSYAFMO1IbodmDSV2YTX3rX/dgwCWUZUUNUT IRHmhibiupC
MGAHA6NTF67fF+dIyohmtWgQI jAIENVS/ZORA421FUGArXpA3TdPXQXLKNU1PMTS16D6DBEUBCHWD7QUUA7VGIU
bCo7X8mthC7RF1/bMOTBUIQSVVZMBKC IWCNhtDLFDSbYb1djT527aXMQI16mOL B2ReZmt T70Uywr4dAh8A2fOGP
66001 PkBnf6fogCX3CROPL+g2ZLURGPHTGXAL ISGABOBYNYEGXEHBVSEbERSSF IPCUGEh/ 14GTuOweX8LNN" }

Figure 8. In the experiment, devices N1 have topic-specific public
and private keys for communication.

and N4 respond by verifying the public key and providing
their own verification results to N1. If all verification results
match, N1 proceeds to encrypt the message using Topic B’s
public key and transmit it to the Broker. This process en-
sures that only devices subscribed to Topic B, which pos-
sess the corresponding private key, can successfully decrypt
the transmitted message.

The objective of our research is to facilitate diverse de-
vices in managing their public and private keys in a scalable
and secure manner. As depicted in Figures 8 to 9, the con-
tent of N1 and N2 is identical in Figure 8, while the content
of N3 and N4 is the same in Figure 9. To avoid occupying
excessive space, only N1 and N3 are presented here. Each
device holds the public keys for all topics to which it is sub-
scribed, along with the private key for each topic to which
it publishes messages. The Broker maintains a record of all
public-private key pairs and device subscriptions.

)
[*] Receive list topicInfo request by client

Topic pubkey { | A’s public key
"A": 'MEECQQCOCSN1buhkcEOBIF728VALfhkmnajGNRhY1bwNb596L AmgcvDaNgg6b3pnoCYdPzVhnluz/dD5as2qzMy T
UK1AGMBAAE=",

"B" : 'MEECQQC0;0d/1/e3105dQQulLHeD+gKhaXypm+GIVAQRENXETO4r@RYF Z7SNELLCHM7 VKT ZDRWF603YCRAVSMAT
KOCBAGMBAAE="}

| B’s public key

Topic prikey { B's private key |
"B :[ MITBPQIBAAIBAT6M:X97CJRI1BDCUSAAP6AGHNTKmbAYiBCpHYF CRP31VRF gVNUWOQ]VXYZUBPPHNFavo7dgIHi/
kuB+MrRWECAWEAAQJAIPEVLUNCOTE7 TUWEMD2123X3KKye + FWDXUO2GYxX7F 723t 3NUOW1 KWFHC +2F 64X sXVXpTyk
RjyeItLwAQIFALFVPhBZU18SQOSPMUSGC75trLy JQPC7RPSWEAr3SZ7LZSCHWDFb+VXKpVR76n]1Wpa6DYhfT/zS)e
STQXy7pINVMCIWCC6VUO/NVTSTCViu+TtV7UYCDPbUIDHQAY3KQSF sWoL ja3AhSTTfnwe2Xraz8CQDKAGC6ZrUvGCSNBU
P$Q163588kCIWCD1C1CHDY]IIpRiNsZqWGztgSTkaAasooUT/uns1wmFcik '}

Figure 9. In the experiment, devices N3 have topic-specific public
and private keys for communication.

4. Empirical Verification

This paper presents two protocols for secure mes-
sage transmission: the Message on Transmission Protocol
(MTP) and the Subject-Specific Communication Protocol
(SSCP). Both protocols require all nodes in the architecture
to have identical public keys for each recipient. This en-
sures that only the intended recipient can decrypt the mes-
sage.

Before transmitting a message, the sender first broad-
casts the recipient’s public key to all nodes. If any node
detects a mismatch in the public key, the message trans-
mission is aborted, and the non-matching public keys are
logged. Otherwise, the sender encrypts the message using
the recipient’s public key and transmits it to the Broker. The
Broker then forwards the encrypted message to the recipi-
ent.

4.1. Empirical Examination of the Message on
Transmission Protocol

In this scenario, we ensure that the Broker receives the
public keys of all nodes in Figures 10 and 11. If all re-
sponses are “Check,” then the public key is valid. When
N1 wants to send a message to N3, it first searches for N3’s
public key on its device and sends it to the Broker for broad-
cast verification. All other nodes immediately receive the
Broker’s broadcast verification request and compare it with
their own N3 public keys. If the two match, the node re-
sponds with ”Check”; otherwise, it responds with “Error”
N1 receives and compiles these responses.

As shown in Figure 13, Node 3 can successfully decrypt
the message, but Nodes 2 and 4 cannot because they are
not in the same transmission potocol (Figures 12 and 14).
The content inside the boxes in the message represents ci-
phertext that cannot be decrypted.Figure 15 shows an ex-
periment in which N1’s device changed the content of N3’s
(1113) public key to ”None.” When the Broker receives
this altered public key, it conducts broadcast verification.
All other nodes respond with “Error,” but N1 itself is also
broadcasted, so it receives a "Check” response. Therefore,
if even one device responds with “Error,” the message trans-
mission will not be executed.
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[*] Receive check pub request by node { Broker l

[*] Return check pub request by node

[*] Receive one_to_one_message_Send request by node

Figure 10. The experimental interface for Message on Transmis-
sion Protocol of broker

=3

[*] Return one-to-one PubkeyCheck request by node

[*] Receive one-to-one send request by client

{'1110': 'Check', '1111': ‘'Check', '1112': 'Check', '1113': ‘'Check’,
'1114": 'Check'} => PubKey match

Figure 11. The experimental interface for Message on Transmis-
sion Protocol of Node 1

( N2 |
[*] Return one-to-one PubkeyCheck request by node
Can’t Decrypt

Decryption failed: b'rA\xaf\xc6\xef\xfcb\xe5\xae\xbo\xc3yr\x16\x9du\xea2\xoe
\x08\xb1\xd1\xcen\xb3)\x16]\xa69\xb3\xf1\xb1|\x18\x16g\xd6[ }\xa5\xbe\xcb\xf6 |P
\xc2\xd3": \xede~\xca\x8aX\x9a\xobgk \xcf\x14\xf6\x9c\xaa\x93: c\xfd\xof\x18P\xcdd
\x12\x12\xe8Y\x1d\xef\xc9\xad\xddC\xfeY\xec\xbo\x8d\x1aT\xdf \xeof\x1c\x132
\xcawgp\xc5\xdc\x90Rh\x9d\xdd\xcf) \x9c\x88\x1a\x0e\xaf2" \x12\x9c\x06\xcd\x94
\xf8\xcf\x1a*\x97\xbf\xa3\xbe, \x04\x03\xff\xe8\xe6 P\x81\xce\x96\xa7j4C\xa8?
\xd2\xfa?\r\x9e\xf7iM\xb1\xde\xda3\xf1\xd8\xee\x92\x11L \xdf I t\xe7zW\x14\xa5\xaa
\x87.x":\x92Q\x99\xedo\x07\x08\x10zu\xfe\xd2k\xe9\xdd\xd6 \x13\xb8\xb2\xb9\x1b
\x8b\x85\xe6\x08\xc9\xb5\x18\x80\x08\x9d (\x8aq\x1dey\x9e) \xec\x91\xf7j\xb3\xbor
\x@br\xdc\x18\x9e\x81\xa0\xe5\xb5\x@7M} \xf1\xebM\xf31A\x92\x04\x9f6\x10\xdoU
\xc9\x94}5\x88\x16\xab"

Figure 12. The experimental interface for Message on Transmis-
sion Protocol of Node 2

=

Decrypted successfully: Hello World

[*] Return one-to-one PubkeyCheck request by node

Figure 13. The experimental interface for Message on Transmis-
sion Protocol of Node 3

v )
[*] Return one-to-one PubkeyCheck request by node

[ Can't Decrypt
Decryption failed: b'rA\xaf\xc6\xef\xfcb\x05\xae\xbo\xc3yr\x16\x9dU\xea2\x0e
\x08\xb1\xd1\xcen\xb3)\x16]\xa69\xb3\xf1\xb1|\x18\x16g\xd6[ }\xa5\xbe\xcb\xf6 |P
\xc2\xd3": \xede~\xca\x8aX\x9a\xobgk \xcf\x14\xf6\x9c\xaa\x93: c\xfd\xof\x18P\xcdd
\x12\x12\xe8Y\x1d\xef\xc9\xad\xddc\xfeY\xec\xbe\x8d\x1aT\xdf \xof\x1c\x132
\xcawgp\xc5\xdc\x90Rh\x9d\xdd\xcf) \x9c\x88\x1a\x0e\xaf2" \x12\x9c\x06\xcd\x94
\xf8\xcf\x1a*\x97\xbf\xa3\xbe, \x04\x03\xff\xe8\xe6 P\x81\xce\x96\xa7j4C\xa8?
\xd2\xfa?\r\x9e\xf7iM\xb1\xde\xd43\xf1\xd8\xee\x92\x11L \xdf | t\xe7zW\x14\xa5\xaa
\x87.x":\x92Q\x99\xedo\x07\x08\x10zu\xfe\xd2k\xe9\xdd\xd6 \x13\xb8\xb2\xb9\x1b
\x8b\x85\xe6\x08\xc9\xb5\x18\x80\x08\x9d (\x8aq\x1dey\x9e) \xec\x91\xf7j\xb3\xbor
\x@br\xdc\x18\x9e\x81\xa0\xe5\xb5\x@7M} \xf1\x0bM\xf31A\x92\x04\x9f6\x10\xdou
\xc9\x94}5\x88\x16\xab"

Figure 14. The experimental interface for Message on Transmis-
sion Protocol of Node 4

4.2. Empirical Evaluation of the Subject-Specific
Communication Protocol

Concerning subject-specific communication protocol
grouping, as depicted in Figures 16 to 17, the Broker col-

 ~1 )
[1 Receive 1ist nodeinfo request by client NI __J

[(’127.0.0.1°, ‘1121
MIIBCEKCAQEATtOdyBGDSPOKISAWT/6U7HASSalHe/FVIKpoWklkin7 ZVS TpHCAhXE SONTMUAGEACFOA
FUASYJIDPM1IBIjIdFT2y8WUIMYWC/ ShOWARRrKGaVEKUVKNOCOPE TOWPTa0AgY7dAGaTt 3P/ 7Vmwl i)
I27rfBerMMiaFe inloDNK 9AKeQqLNCOTe/qlCohAIrIq7bymrmTik1BL
XVTEOZXN7tBAMULC32ZF6RMOSUCSPMKWEal TKk+POONI JaqUACOSS28QX0hYKtUPZX1roobeal tDF7chto
KENWWWTUO3BU3StVS7qfwauad/ f3VoKOVSQIDAQAB " ) ,

("127.0.0.1 11

MIIB(gK(AQEAuMglfMOSSuE]naIdvdDDfxTHYf(Dc15(.381!)]HRblGEeE7mKLSKm2fBIE<VVKMyreZu
EIgqvdchuaTeq: jdFCSKrRrd /9Z3y6¥X26Vs]jalsSPSgTX+PI+AQWLNRXLUVSPZ
UXSR6G3ACK Al a77ust MRFOZXAFEGEtIRH1SLT
gKt/dbudLvvaqueuquz!cEszSEw\/er‘szjkBjeFng]jznxlubwdtlf!vqtlab!wemasvlif\dlsu
VOMGRWeYL ID1xf1gMiBHOLOZdeFudD7mMEWIDAQAR " ) ,

R —— ]

("127.0.0.1
MITBCEKCAQEALPEL6ahewokawy tokcHhIAZebLGWOUPSXECOOLOr1cDLK tFWDUCPWADAPDKArVANUY
33BAKNDONYAF ket + KphmBRLGWT 2VOTMF Rz J +MVEVXADMA Z ZPGhVXbFSUUMAAG bTHERT I b2 1 FBLGAB
FEXEVixXTIOAEDSq3N+ 53 Ly YbBCGQHLSGAE IFiivSal I 3dBZUBCCyhDOZdc I EAVZiH] a+ IOWSNIDWABGSOP
CCTcFawbBgU+F shamxafhz32zk3413varLNlDeRS 3QFPXGFe2pIOH] PVOGCa)19V6202R1CDaz BOWOE 3m
VNbY9SGOKR S ZMBO Fu+Fud+ ISPOSHGQIDAGAB ") ]

[*] Receive one-to-one send request by client

[*] Return one-to-one PubkeycCheck request by node

(" 1110°: ‘Error', ‘1111°: ‘Check', ‘1112 : ‘Error', '1113': ‘Error’, ‘1114 :
‘erron3 => pubkey dosen't match

Figure 15. In the Message on Transmission Protocol experiment,
the public key in N1 device was modified and detected.

[*] Return check topic_Pubkey request by node

[*] Receive send topic message request by node

Figure 16. The experimental results of the topic-based communi-
cation in broker.

[ n
; : : —J
[*] Receive send message to topic request by client
[*] Return topic_PubkeyCheck request by node
[*] Receive topic_PubkeyCheck [Checking Public Key Result

{1110: 'Check', '1111': 'Check', '1112': 'Check', '1113': 'Check', '1114": 'Check'}
=> PubKey match => Decrypted Message Send

No subscript , decrypt failed: b'T\x7f}\xd2\xf1\r\x931~K\xd9j\xf@\xd3Q\xcc2\xf7\xff
\x9c87\xf6Zmv\xbf\x93\xad\xb5\xc2+\xba\xfdC\x15>I\xa2/\x02\xea]: \x9a\xb6\xboc\x11
\xe3\x06\xe3\xd1]\x04\\\x08\xb8\xc3\xac\x9a\xc6\x8e\x19"

Figure 17. The experimental results of the topic-based communi-
cation in Node 1.

lects the public keys from various devices. As demonstrated
in these figures, when N1 endeavors to dispatch a message
to Topic B, the initial phase entails the dissemination of
Topic B’s public key for validation. Subsequently, mes-
sage encryption and transmission are ensured if all nodes
respond with an affirmative ”Check” as exemplified in Fig-
ure 17.

Empirical observations reveal that devices N3 and N4
can successfully decrypt the transmitted message, as delin-
eated in Figures 18 and 19. In contrast, devices N1 and N2,
as presented in Figures 17 and 18, experience decryption
failure due to the absence of the requisite corresponding pri-
vate keys. Figure 21 introduces a scenario where N1°s pub-
lic key for Topic B has undergone alteration or compromise.
Consequently, upon N1’s attempt to transmit a message to
Topic B, it broadcasts Topic B’s public key for authentica-
tion. However, due to the integrity issues about N1’s public
key, all resultant responses are marked as “’Error.”
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No subscript , decrypt failed: b'T\x7f}\xd2\xf1\r\x933~K\xd9j\xf@\xd3Q\xcc2\xf7\xff
\x9c87\xf6zZmV\xbf\x93\xad\xb5\xc2+\xba\xfdC\x15>I\xa2/\x02\xea]: \x9a\xb6\xboc\x11
\xe3\x06\xe3\xd1]\x04\\\x08\xb8\xc3\xac\x9a\xc6\x8e\x19"

[*] Receive topic_PubkeyCheck

Figure 18. The experimental results of the topic-based communi-
cation in Node 2.

N3 )

[*] Return topic_PubkeyCheck request by node

|De(rypted successfully: Hello World I

Figure 19. The experimental results of the topic-based communi-
cation in Node 3.

[*] Return topic_PubkeyCheck request by node

|De(rypted successfully: Hello world I

Figure 20. The experimental results of the topic-based communi-
cation in Node 4.

[*] Receive list topicInfo request by client
Topic_pubkey {

‘A’ : MEECQQCQ210POioP1vog71VXEFFME/CA09KTROO2CXXOqMPb2MOPOceoVmBFAVNK jwt FHANCUUIG1YNM3
XX1/7U3FrPAgMBAAE=",

Topic_prikey{

‘A’ :'MIIBPQIBAAIBAIDbWE/SKg+W+iDVVVFX98WTBLI2RNHQ7YLFFSGalvywen1x7S+YF/i825PCOUdO1YPRQ
kbvg2bddeX/u7cWs8CAWEAAQIAIPM+QOGSE/ 3WI FULGAVHM7 i kv6GhsNyZGOLBLTX0puyaS/0a6ry 7CKYKXCOVsh
VZhtNKdBPLAF JXMFnjt5Qf +QI JAKS0ajZ+UQEQ61UkestpUI TecwzQet 7Zr/ o2 TGVASA2UCHWDYGWPCCStSkvy
tTSNGBPQV2eVNT3kUjnaui JO6FCMCIkdCVmYLK+X1IZa0e8F c7JPC56CY34CBABPiobfOILrcZIkCHWC 348112
oUijbUeF3evnPst/FzaKiTofogacvVesECIWCAKhL 3ZKUMYCqQBhSOUTYPLE/bnSDRAAW/ rVXaaUfqveHr ' }

[*] Receive send message to topic request by client

[*] Return topic_PubkeyCheck request by node

[*] Receive topic_pubkeyCheck

{1110: ‘Error’, '1113': 'Error’, '1112°: 'Error’, '1114': 'Error’, '1111': ‘Check'}
=> Topic Pubkey doesn't match

Figure 21. In the experiment, after N1’s Topic B public key was
tampered with, successful detection of the tampering occurred.

5. Empirical Evaluation of System Perfor-
mance

This study conducts a performance evaluation of the pro-
posed messaging protocol on various endpoints under dif-
ferent load conditions. We employ emulation technology to
simulate many users and generate multiple virtual devices
using other ports on the same physical machine to achieve
this. In this experiment, we intentionally exclude the in-
fluence of physical network latency factors to focus on as-
sessing the protocol’s performance due to the limitations of
our research environment. Subsequently, we present the test
results of the two protocols mentioned above.

5.1. Performance Evaluation of Transmission Pro-
tocol Device Registration Messages

LReg = LKeyGe'r‘ + LBrok:e'r + LDevice (1)

Device,, —+»Broker + Device,;_, (n1-m)

L KeyGer L Broker

L Device

LDevicetoDevice (PubCheck) — LNodePubSend + LBroker + Lcompare +
LBroker + LCheckCompare (2)

Devicey, = Broker—» Device |, qi-m)— Broker » Device,,

le e | N |
g | N of

L compare L Broker

I T
L Nodepubsend L Broker L checkcompare

LDevicetoDevice(DataSend) = Lpnc rsa + Lencaps +
LBroker + LDechSA + LDecfAE'S (3)

Device,,,» Device,,» Broker » Device + Device

L Enc - RSA L Enc - AES L Broker L Dec- RSA L Dec- AES

Upon entering the protocol, the device endpoint first reg-
isters, generates a key pair, stores the private key, broadcasts
its public key to the broker, propagates it to other nodes, and
creates equation (1).

A. Public Key Verification Transmission Protocol Mes-
sage: The transmitting device transmits the target de-
vice’s public key to the broker, which broadcasts it to
other nodes for public key verification and returns the
result. The broker also generates equation (2).

B. Transport protocol messages used for data transfer:
RSA and AES transport encrypts the 1 MB message and
sends it to the agent. First, it uses AES to encrypt the
message and generate a symmetric key. It then encrypts
the symmetric key using the target device’s public key.
The transmitter transmits the AES-encrypted data and
RSA-encrypted symmetric key to the broker. The bro-
ker broadcasts it to all nodes, but only the target device
with the private key can successfully decrypt it. The re-
ceiving device first decrypts the symmetric key using its
private key and then uses the symmetric key to decrypt
the ciphertext and generate equation (3).

We record the simulation results of three different quan-
tities in the study results. Except for the "Transport Protocol
Message for Public Key Checking,” the time difference be-
tween “Port 3” and “Port 100” is less than 1 second. The
reason Why “Lone o One Public key Check~ Nas a significant time
difference of 3 seconds is because "Lg;oker” must collect the
data returned by each connection port before it can continue
to execute. Regarding the extension of time, our research
found that during multi-point key exchange, data needs to
be received and checked one by one, which is also why this
part of the time is longer.
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3 port 10 port 100 port
L reg 3s 3.25s 3.78s
L peviceToDevice (PubCheck) 0.005s 0.891s 3.211s
L beviceToDevice (Datasend) 0.074s 0.323s 0.823s

Table 3. Observations of Message on Transmission latency data in
the experiment reveal that the time differences between 3 ports and
100 ports are consistently within a margin of almost one second.

5.2. Evaluating the Performance of the Subject-
Specific Communication Protocol

LTopicRegistTation = LDevice + LTopicKeyGer +
LBroadcast + LDem'ce (4)

Device,, > Broker — Broker —»Device, |,
bl N| N |

L Device L TopicKeyGer

=

L Broadcast L Device

LTopicSubscribe = LDevice + LSendTopicPri + LDevice (5)

Device,, - Broker — Device,

L Device L SendTopicPri L Device

LTopicTransmission(DataSend) = Lencrsa +
LEncfAES + LBToker + LDec—RSA + LDec—AES (6)

Device,, » Device,, > Broker » Device, isuseribed) > DEVICE, s pscribed)

T

L
L gnc-rsa LEnc. aes L Broer L pec. rsa Dec- AES

To evaluate the performance of the topic-specific proto-
col, we registered one of the devices with the topic for the
agent. The broker generated a topic key pair and stored the
private key. The broker then broadcasts the public key to all
nodes and generates equation (4). The first job process sub-
scribed to the topic and one of the devices subscribed to the
topic from the broker. The broker then sent the correspond-
ing private key to the subscribing device and generated an
equation (5). The second action was to transmit the topic.
The transmitting device sends the public key of the topic to
the broker, which broadcasts it to other nodes for public key
verification. Concurrent with data transmission, the broker
transmits the verification result to the transmitting device.
The underlying principles of the topic transmission proto-
col are identical to those of the single transmission protocol,
and the formula can be referenced in equation (2), replac-
ing the device’s public key with the topic’s public key. For
transmitting data using the topic transmission protocol, the
transmitting device encrypts a message and then sends it to
the broker, which broadcasts it to subscribed devices. Equa-
tion (6) represents this process.

Table 4, it is seen that from 3 ports to 100
ports, the time between LTpic registration s LTpicSubscribey and
LTpicTransmission (DataSend) 1S less than 1 second. Therefore,
it can be proved that no matter the number of devices in
the topic subscription status of different subcollections, the
message transmission time is unaffected. When the number
of nodes is expanded from a minimum of 3 nodes to 100
nodes, the response feedback time of the transmission time
can be less than 1 second, which also proves that based on
IoT mqtt communication encryption protocol we propose
can be flexibly integrated into a large number of IoT device
endpoint environments without affecting the data exchange
time.

3 port 10 port 100 port
L sopicRegisterstion 0.022s 0.272s 0.8s
L topicsubscribe 0.00001s 0.00001s 0.00001s
L TopicTransmission(Datasend) 0.064s 0.521s 0.829s

Table 4. Observations of Subject-Specific Communication latency
data in the experiment reveal that the time differences between 3
ports and 100 ports are consistently within a margin of almost one
second.

6. Conclusion And Future Work

Our research mitigates the security vulnerabilities of
the original MQTT mechanism by integrating the pub-
lic and private keys and broadcast verification features of
blockchain technology with a single transmission protocol
and a topic transmission protocol, enabling MQTT to be
used for data transmission in a broader range of scenarios.
The experimental performance results show that the delay
time remains relatively constant regardless of the number
of devices or the amount of data transmitted. This result in-
dicates that our software architecture is feasible in the Win-
dows environment. In future research, we will attempt to
port the encrypted communication module to the Internet of
Things Raspberry Pi environment for verification. We will
also increase the number and size of transmitted data sam-
ples to refine and improve our proposed encrypted commu-
nication architecture.
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