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Abstract

Decision tree is a simple, effective and interpretable al-
gorithm, which has been widely used in different machine
learning applications. Recently, the decision tree algo-
rithms were applied to the decision-making problems, one
of which was based on the Smart Predict-then-Optimize
(SPO) framework and named as the SPO tree algorithm.
Compared with other decision tree algorithms, the SPO tree
pays more attention on the “quality” of decision rather than
minimizing the prediction error and provides better deci-
sion and lower model complexity. However, it remains a
problem that how to apply the SPO tree to the classifica-
tion task in semi-supervised learning scenario. To address
such a problem, in this paper, the semi-supervised SPO tree
classifier is proposed based on the density peak clustering
(DPC) framework. The proposed method can utilize the in-
formation of labels, densities and distances from data. The
experimental results show that, compared with other algo-
rithms, the proposed method has a more robust classifica-
tion performance in the semi-supervised learning scenario.

1. Introduction
Decision tree is a simple, effective and interpretable al-

gorithm for the machine learning tasks [1–3]. Generally, the
decision tree algorithm recursively selects the optimal fea-
ture and assigns the data samples to different nodes accord-
ing to their values of the selected feature. Benefited from
the interpretability, the decision tree has been widely used
in many real-world applications, e.g., commercial analysis,
medical analysis and manufacturing.

In recent years, the decision tree algorithms have been
applied to the decision-making problem [4, 5], which can
be denoted as an optimization problem containing uncer-
tain input parameters. Such a problem can be solved by
a two-stages procedure: first, the values of parameters
are predicted; second, an optimal decision-making model
is learned based on the predicted parameters. This two-

stages procedure is named as the Predict-then-Optimize
(PO) framework. However, the optimal decision is not in-
volved in the prediction of parameters. The Smart Predict-
then-Optimize (SPO) framework [6] proposed the SPO loss
for involving the decision variable and gained a better per-
formance. But solving the SPO loss directly can be a dif-
ficult task [6, 7]. Until recently, the SPO tree algorithm [8]
was proposed for directly solving the loss function.

Compared with the conventional decision tree frame-
work, the SPO tree algorithm pays more attention on the
“quality” of the decision rather than minimizing the predic-
tion error on the input parameter, which can provide bet-
ter decision and lower model complexity. However, the
SPO tree algorithm is currently not able to deal with more
complex and practical scenarios, for example, the semi-
supervised learning problem [9–15]. Exploring the classifi-
cation ability of SPO tree algorithm in the semi-supervised
learning scenario remains a challenging problem.

To address this problem, based on the Density Peak
Clustering (DPC) framework [16], we propose the semi-
supervised SPO tree classifier algorithm in this paper. The
proposed method retains the advantages of utilizing and
directly solving the SPO loss function. Besides, without
making specific prior assumption on the data distribution, it
can mine the unsupervised information from data only by
adding a single integer as input. The main contributions of
this paper can be summarized as follows:

• First, we propose the strategy for converting the labels
of data to the cost vectors for the two-edges shortest
path decision problem, which makes the SPO tree al-
gorithm is able to utilize the supervised information of
data for classification;

• Second, based on the DPC framework, we propose the
labeled delta distance and a simple, easy-to-use soft-
margin strategy for encoding the unsupervised infor-
mation of data into cost vectors;

• Third, we propose the semi-supervised SPO tree clas-
sifier algorithm named as SS-SPOTC and its ensemble
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version SS-SPORF. And the experiments on different
datasets are made for evaluating the effectiveness of
the proposed methods in the semi-supervised classifi-
cation scenario.

The rest of the paper is organized as follow. Sec. 2
reviews the related algorithms. In Sec. 3, the proposed
method is presented. The experimental result is given in
Sec. 4. And the conclusion is made in Sec. 5.

2. Related work
2.1. The SPO tree algorithm

The SPO framework is applied for solving the decision-
making problems, for examples, estimating the click rates
of users for the personalized advertising recommendation,
and predicting the asset returns for the portfolio optimiza-
tion problem. We denote the feasible decision region as
S ⊆ Rd and d is the dimension of decision space. The
decision-making problem is defined as minimizing z∗(c) =
min
w∈S

(cTw), where c ∈ Rd is the cost vector and w ∈ Rd

is the decision. We define W ∗(c) = argmin
w∈S

{cTw} as the

optimal decision set for z∗(c), and w∗(c) is the element in
W ∗(c). Here we assume that the values of w∗(c) and z∗(c)
can be calculated by a given cost c when S is specified in
an optimization problem with some constraints, e.g., conic,
linear or integer constraints.

In the PO framework, the true cost vector is unknown
when calculating w∗(c). Thus, the estimation ĉ is calculated
before solving the optimal decision. The estimation proce-
dure can be formulated as a training problem in the ma-
chine learning framework. We denote the training set with
costs as {(x1, c1), (x2, c2), · · · , (xn, cn)}, where x ∈ Rp

is the data sample with p features. Defining the cost pre-
diction function as f : Rp → Rd and the lost function as
l(·, ·) : Rd × Rd → R+, the true cost estimation is de-
fined as calculating ĉ = f(x) for minimizing l(ĉ, c), where
c denotes the true cost. Then the estimation of c can be
formulated as the following empirical error minimization
problem:

f∗ = argmin
f

1

n

n∑
i=1

l(f(xi), ci) (1)

And the mean square error (MSE) is utilized, shown as:

lMSE(ĉ, c) = ∥ĉ− c∥2 (2)

For the PO framework, Eq. (2) only considers the pre-
diction error for cost. The SPO framework replaces it with
the SPO loss by measuring the “quality” of decisions for c,
which are made on the estimation ĉ, shown as:

lSPO(ĉ, c) = max
w∈W∗(ĉ)

{cTw} − z∗(c) (3)

Solving Eq. (3) can be a difficult task due to its non-
convex and discontinuous characteristics. Recently the
SPO tree algorithm was proposed for directly minimiz-
ing the loss. Here the recursive partitioning approach of
SPO tree is introduced. We assume the training samples
are assigned to different leaf nodes, which are denoted as
N1:L = N1, N2 · · · , NL. The objective function of SPO
tree is defined as:

min
N1:L∈T

1

n

L∑
l=1

(min
ĉl

∑
i∈Nl

lSPO(ĉl, ci)) (4)

where N1:L ∈ T means that the generated model should be
satisfied with the structure of decision tree, and ĉl denotes
the estimation cost on leaf node Nl. We denote the aver-
age cost of samples on leaf node Nl as cl = 1

|Nl|
∑

i∈Nl
ci.

The SPO tree algorithm guarantees that if cl has an unique
minimizer for the corresponding decision problem, then
cl = argmin

ĉl

∑
i∈Nl

lSPO(ĉl, ci). Thus the objective func-

tion can be reformulated as:

min
N1:L∈T

1

n

L∑
l=1

∑
i∈Nl

(cTi w
∗(cl)− z∗(ci)) (5)

And the SPO tree algorithm is summarized as Algorithm 1:

Algorithm 1 The SPO tree algorithm
Input: data with costs D = {(x1, c1), (x2, c2), · · · , (xn, cn)}
Output: SPO decision tree
1: Initialize D as the root node;
2: repeat
3: Select a node as the current node;
4: For the current node, select the optimal feature according to objec-

tive function 5 by solving a given decision problem;
5: The data samples of current node are divided into new nodes ac-

cording to their values of the selected feature;
6: until Reach the termination condition.

2.2. Semi-supervised learning and the DPC algo-
rithm

Obtaining the labeled data can be a challenging task in
many real world applications. Thus the semi-supervised
learning scenario has gained broader prospects in recent
years. It assumes that the training set consists of labeled
data Dl and unlabeled data Du. We denote the number
of labeled data as nl, the number of unlabeled data as
nu, and the total number of data as n = nl + nu, where
nl ≪ nu. The semi-supervised learning algorithms need
to mine the unsupervised information, e.g., the graph-based
algorithms [11–13] can utilize the similarities between sam-
ples along with the labels. For the semi-supervised decision
tree algorithms, an algorithm is proposed for incorporating
the distributions of variables with labels in hybrid classifi-
cation framework [14]. And a predictive clustering tree is
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extended for the semi-supervised framework and applied to
multi-target regression [15]. However, such methods do not
consider combining the SPO loss and DPC framework for
the decision tree algorithm, which is able to utilize the in-
formation of labels, densities and distances from data.

The DPC methods [16–20] are designed for the unsuper-
vised learning scenario, which utilize the following clus-
tering definition: the cluster center is denoted as a sample
with the highest density in its corresponding cluster, and the
samples with higher densities should be far away from this
center and not belong to the current cluster. The algorithm
utilizes densities and delta distances for clustering. Here
we introduce the density defined by the cut-off kernel for
simplicity. For the data sample x, its density is defined as:

ρx =
∑
y

χ(dxy − dc) (6)

where χ(x) = 1 when x < 0 and χ(x) = 1 otherwise. dxy
is the distance between x and y, and dc is the cut-off value
defining the range of neighborhoods. After calculating the
density of x, the delta distance of x is defined as:

δx = min
y:ρy>ρx

(dxy) (7)

δx measures the shortest distance between x and the sam-
ples with higher densities. For the data sample with
the highest density, its delta distance is defined as δx =
maxy(dxy). Afterward, the data samples can be regarded
as three categories: cluster centers with anomalously large
densities and delta distances, regular samples with large
densities and small delta distances, and isolated samples
with low densities and large delta distances. The algorithm
first selects the cluster centers, and then propagates the clus-
ter labels to the remaining.

3. Semi-supervised SPO tree classifier algo-
rithm

3.1. SPO tree algorithm as a classifier

Given dataset {(x1, y1), (x2, y2), · · · , (xn, yn)} and y ∈
{0, 1}, the supervised classification scenario requires a clas-
sifier f(x) should be trained from labeled data and used for
predicting the labels of new samples. Hence, the SPO tree
cannot produces an ideal classification output because it is
designed for the dataset with costs. For utilizing the labeled
data, the two-edges shortest path decision problem is in-
volved.

As shown in Fig. 1, the shortest path problem tries to
find a path with the lowest cost from node 1 to 4. We de-
note the cost as c = (c0, c1, c2, c3) for the problem. Then it
is considered as an optimization problem with constraining
w = (w0, w1, w2, w3) to (1, 0, 0, 1) or (0, 1, 1, 0), which

can be easily solved by the optimization toolkit. It is ob-
served that for a given cost c, w is unique for such a prob-
lem. It is corresponding to the classification output and
meets the requirement of SPO tree algorithm.

Figure 1. Two-edges shortest path problem.

Hence, to make the SPO tree as a classifier, the labels
should be converted to the costs for two-edges shortest path
problem. Specifically, for x with label y, we first set c2, c3
to 0, and set c0, c1 by the converting strategy descried as:

ci = i ∗ (1− y) + (1− i) ∗ y (8)

where i ∈ {0, 1}. This strategy works whether y is 0 or 1.
For example, c0, c1 are set to 0 and 1 when y = 0, implying
that the cost of predicting x to class 0 is 0 and to class 1 is
1. The SPO tree produces a classification result by solving
the shortest path problem. The prediction of new sample
depends on the decision wl corresponding to its assigned
leaf node l, i.e., the algorithm predicts sample to class 0 if
wl = (1, 0, 0, 1) or to class 1 otherwise. The SPO tree clas-
sifier (SPOTC) algorithm is summarized as Algorithm 2.
Based on the SPOTC, the random forest classifier can also
be formed and named as SPO random forest (SPORF) algo-
rithm.

Algorithm 2 The SPOTC algorithm
Input: data D = {(x1, y1), (x2, y2), · · · , (xn, yn)}
Output: SPO decision tree classifier
1: Initialize the cost vector c = (0, 0, 0, 0) for each sample in D;
2: For each sample x, calculate c0, c1 by Eq. (8) according to its label y;

3: Initialize the converted data with costs D
′

as the root node;
4: repeat
5: Select a node as the current node;
6: For the current node, select the optimal feature according to ob-

jective function 5 by solving the two-edges shortest path problem;

7: The data samples of current node are divided into new nodes ac-
cording to their values of the selected feature;

8: until Reach the termination condition.

Eq. (8) only considers utilizing the labeled data, which is
actually a hard-margin strategy. Thus, SPOTC and SPORF
algorithms are not able to handle the semi-supervised clas-
sification tasks. In next section, the soft-margin strategy is

673



proposed for involving the unsupervised and supervised in-
formation simultaneously for the SPO tree algorithm.

3.2. Detailed specification for the proposed method

For the semi-supervised learning scenario, the similar
data samples should have similar outputs. Therefore, we
make the following assumptions for the proposed algorithm.
First, different classes are separated and have their corre-
sponding peaks that are far away from each other. Second,
data samples with larger densities gain higher confidences.
Based on such assumptions, the algorithm first distinguishes
the data into peaks and regular samples, and then utilizes
different converting strategies according to whether they are
labeled.

In order to distinguish the peaks, the algorithm first cal-
culates the density and delta distance for each sample. We
adopt the nearest neighbor for defining the density because
of its simplicity and robustness, which only requires a pos-
itive integer k as input. We denote NNx as the set of k-
nearest neighbors for x (x is not included), and the core
distance of x is defined as the distance from x to its farthest
neighbor in NNx, shown as:

dcx = max
x′∈NNx

(dxx′ ) (9)

Then the density of x is defined as:

ρx = exp

−1

k

∑
x′∈NNx

(dxx′/dmc)
2

 (10)

where dmc = 1
n

∑
x d

c
x is denoted as the average core dis-

tance of data. Afterwards the delta distances are calculated
by Eq. (7). For the two-classes classification problem, the
algorithm selects the first two samples with the largest den-
sities and delta distances as peaks. Then the unlabeled peak
is assigned the same label as its labeled nearest neighbor by
the algorithm.

For the regular sample x, the labeled one is converted di-
rectly by utilizing Eq. (8). For the unlabeled one, the labeled
delta distance is proposed for measuring the minimum dis-
tance between x and the labeled sample x̃ with higher den-
sity. For class i, the corresponding labeled delta distance of
x is defined as:

δix = min
(x̃,ỹ):ρx̃>ρx,ỹ=i

dxx̃ (11)

then the corresponding costs c0, c1 of x are calculated by
the soft-margin constructing strategy descried as:

ci = (1− exp(−δix)) · (1− ρx) (12)

where i ∈ {0, 1}. For Eq. (12), ci is set to 1 if the samples
with higher densities than x do not contain the label i.

The reason of utilizing Eq. (11) and Eq. (12) is that,
based on the assumptions, the labeled data with large den-
sity is considered as the data with high confidence, from
which the label should be propagated to the data with low
confidence. Eq. (11) tries to find the minimum distance be-
tween x and the labeled data with higher confidences in dif-
ferent classes. While Eq. (12) considers the unsupervised
information of x and the supervised information of labeled
data simultaneously. I.e., 1 − ρx implies the larger density
of x, the lower global cost for making a decision on x. And
1−exp(−δix) implies the closer distance between x and the
sample with higher confidence within class i, the lower cost
for classifying x to class i.

Thus, the semi-supervised SPO tree classifier (SS-
SPOTC) algorithm is summarized as Algorithm 3. And the
semi-supervised SPO random forest (SS-SPORF) algorithm
can be constructed by utilizing the SS-SPOTC as basic clas-
sifier.

Algorithm 3 The SS-SPOTC algorithm
Input: k, labeled data Dl = {(x1, y1), (x2, y2), · · · , (xnl , ynl )} and

unlabeled data Du = {xnl+1, xnl+2, · · · , xn}
Output: Semi-supervised SPO decision tree classifier
1: Set D = Dl ∪Du;
2: Initialize the cost vector c = (0, 0, 0, 0) for each sample in D;
3: For each x, calculate ρx and δx by using Eq. (10) and Eq. (7), and

then calculate γx = ρx · δx;
4: Select the first two samples with the largest γ values as peaks

xp1 , xp2 ;
5: if xp1 ∈ Du or xp2 ∈ Du then
6: Assign the label(s) to the peak(s) from its (their) labeled nearest

neighbor;
7: end if
8: Calculate c0, c1 of xp1 , xp2 by using the Eq. (8);
9: Sort the remaining samples in a descending order according to their

densities and set j = 1, and then the sorted set is denoted as
{x′

1, x
′
2, · · · , x

′
n−2}

10: repeat
11: if x

′
j ∈ Dl then

12: Calculate c0, c1 of x
′
j by using Eq. (8) according to its label y

′
j ;

13: else
14: Calculate c0, c1 of x

′
j by using Eq. (11) and Eq. (12);

15: end if
16: j = j + 1;
17: until j > n− 2

18: Initialize the converted data with costs D
′

as the root node;
19: repeat
20: Select a node as the current node;
21: For the current node, select the optimal feature according to ob-

jective function 5 by solving the two-edges shortest path problem;

22: The data samples of current node are divided into new nodes ac-
cording to their values of the selected feature;

23: until Reach the termination condition.

Due to the limitation of labeled data in the semi-
supervised scenario, the situation assigning the same label
to different unlabeled peaks might happen and decline the
performance of algorithm. To deal with such a situation,
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the algorithm performs a robust assignation strategy for the
unlabeled peaks. Specifically, denoting xp1 , xp2 as the se-
lected peaks and xp1

has the highest density. If one of them
has true label y, then the unlabeled one is assigned to label
1 − y. If both of them are unlabeled, xp1

is first assigned
the label yp1 and then the label of xp2 is reset to 1− yp1 .

4. Experiment

4.1. Experimental setup

To evaluate the performances of the proposed methods,
we use the following algorithms for comparison:

• Decision tree classifier (DTC) algorithm, the CART
decision tree algorithm with gini index is utilized;

• Random forest (RF) algorithm, it combines multiple
DTC algorithms as the ensemble classifier;

• SPO tree classifier (SPOTC) algorithm, it classifies the
data according with the two-edges shortest path prob-
lem;

• SPO random forest (SPORF) algorithm, it combines
multiple SPOTC algorithms as the ensemble classifier;

• Label propagation (LP) algorithm, it utilizes the simi-
larity and label information to construct the graph and
performs “label propagation” for classification.

The DTC, RF, SPOTC and SPORF algorithms are con-
sidered as the supervised classifiers, while the LP algorithm
is the semi-supervised classifier. In the experiment, the clas-
sification accuracy is utilized as the measurement for eval-
uating the classification performance.

For calculating the distances between data samples, the
euclidean distance is utilized after standardizing the data in
the experiment. To reduce the effect of the overfitting, the
maximum depth for all the decision tree algorithms is set to
5, and the minimum number of samples within the leaf is
set to 20. The number of decision tree classifiers is set to
10 for the RF, SPORF and SS-SPORF algorithms. For the
SS-SPOTC and SS-SPORF algorithms, the setup for k is
descried as follows. First we select a percentage p from 1%
to 8% by increasing 1% each time, then p is multiplied by
the number of data, i.e., k = p ·Ntra and Ntra denotes the
number of training data. Here we reset k = 1 if the value of
k is less than 1 when using k = p·Ntra. The best results are
reported by setting different values of k for the SS-SPOTC
and SS-SPORF algorithms. For the LP algorithm, the RBF
kernel is utilized and the gamma parameter is selected in
{0.1, 1, 10}, and then the best result is reported.

4.2. Experiment on real-world data

4.2.1 Data description

The UCI datasets are utilized, which include: breast can-
cer, ionosphere, heart, iris and wine datasets. The number
of data nd, the number of features nf and the number of
classes nc for each dataset are listed in Tab. 1.

Table 1. The UCI datasets utilized in the experiment.

name nd nf nc

breast cancer 569 30 2
ionosphere 351 34 2
heart 270 13 2
iris 150 4 3
wine 178 13 3

For the multi-classes datasets, i.e., the iris and wine
datasets, they are transformed into two-classes classifica-
tion tasks by selecting one of the three classes as the pos-
itive class, and the remaining are considered as the nega-
tive class. The set of labels is denoted as {0, 1, 2}, then the
multi-classes dataset can be formed as 3 tasks, which are
named by dataset positive class vs others respectively.

For each task, the dataset is randomly partitioned into
the training and testing set with equal (or basically equal)
size. In order to evaluate the influence of labeled data on the
algorithms, we report the accuracy on testing set by setting
different masked sizes for the training set, which are set as
0.0 (supervised scenario), 0.35, 0.65 and 0.95 (95% of the
training samples are considered as the unlabeled data).

4.2.2 Experimental results

The classification results are shown in Tab. 2 and Tab. 3.
It can be observed that, when masked size is set to 0.0,
the SS-SPORF and SS-SPOTC algorithms have similar per-
formances with the SPORF and SPOTC respectively. With
the reduction of labeled samples, the accuracies of SPOTC,
SPORF, DTC and RF algorithms perform the decreasing
trends in most tasks, while the SS-SPOTC, SS-SPORF al-
gorithms still achieve the stable classification results. Spe-
cially, in some of the tasks, compared with the results ob-
tained in the supervised scenario, the proposed algorithms
perform even better when masked sizes are set to 0.35,
0.65 and 0.95, which reveals the effectiveness of proposed
strategies for mining the unlabeled data. It can also be ob-
served that, the proposed algorithms have the comparable
or better classification performances compared with the LP
algorithm in most tasks when masked size is set to 0.95.
Moreover, they outperform the supervised decision tree al-
gorithms in the semi-supervised learning scenario.
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Table 2. The experimental results on the real-world datasets (two-classes).

masked size SS-SPORF SS-SPOTC LP SPORF SPOTC RF DTC

breast cancer

0.0 0.923 0.912 0.954 0.923 0.912 0.944 0.912
0.35 0.951 0.947 0.958 0.926 0.888 0.940 0.888
0.65 0.944 0.891 0.940 0.916 0.912 0.912 0.898
0.95 0.909 0.909 0.825 0.611 0.611 0.611 0.611

ionosphere

0.0 0.903 0.892 0.881 0.903 0.892 0.892 0.886
0.35 0.909 0.903 0.864 0.841 0.864 0.710 0.869
0.65 0.909 0.909 0.858 0.830 0.795 0.648 0.812
0.95 0.847 0.841 0.710 0.648 0.648 0.648 0.648

heart

0.0 0.756 0.726 0.756 0.756 0.726 0.785 0.726
0.35 0.778 0.741 0.748 0.778 0.652 0.748 0.652
0.65 0.756 0.719 0.733 0.659 0.622 0.489 0.622
0.95 0.778 0.756 0.667 0.511 0.511 0.511 0.511

Table 3. The experimental results on the real-world datasets (multi-classes).

masked size SS-SPORF SS-SPOTC LP SPORF SPOTC RF DTC

iris 0 vs others

0.0 1.000 1.000 1.000 1.000 1.000 0.947 1.000
0.35 1.000 1.000 1.000 0.840 0.813 0.680 0.813
0.65 1.000 1.000 1.000 0.680 0.680 0.680 0.680
0.95 1.000 1.000 1.000 0.680 0.680 0.680 0.680

iris 1 vs others

0.0 0.907 0.747 0.960 0.907 0.747 0.680 0.947
0.35 0.987 0.973 0.973 0.733 0.613 0.680 0.600
0.65 0.973 0.973 0.893 0.680 0.680 0.680 0.680
0.95 0.973 0.973 0.853 0.680 0.680 0.680 0.680

iris 2 vs others

0.0 0.960 0.960 0.920 0.960 0.960 0.840 0.947
0.35 0.960 0.960 0.920 0.773 0.747 0.600 0.840
0.65 0.960 0.960 0.867 0.600 0.600 0.600 0.600
0.95 0.933 0.960 0.880 0.600 0.600 0.600 0.600

wine 0 vs others

0.0 0.910 0.910 0.944 0.910 0.910 0.933 0.910
0.35 0.910 0.910 0.944 0.910 0.910 0.854 0.910
0.65 0.966 0.910 0.921 0.787 0.213 0.787 0.213
0.95 0.685 0.685 0.562 0.213 0.213 0.213 0.213

wine 1 vs others

0.0 0.921 0.910 0.944 0.921 0.910 0.910 0.910
0.35 0.910 0.944 0.955 0.921 0.910 0.618 0.910
0.65 0.933 0.955 0.933 0.618 0.382 0.618 0.382
0.95 0.955 0.955 0.685 0.618 0.618 0.382 0.382

wine 2 vs others

0.0 0.944 0.933 0.989 0.944 0.933 0.944 0.921
0.35 0.966 0.933 1.000 0.921 0.933 0.753 0.921
0.65 0.955 0.944 0.966 0.753 0.753 0.753 0.753
0.95 0.933 0.933 0.809 0.753 0.753 0.753 0.753

4.2.3 Parameter sensitivity analysis

The input parameter k is crucial for the performances of the
proposed algorithms. Here the sensitivity analysis to k is
made. The breast cancer dataset is used and the masked
sizes are set to 0.35, 0.65 and 0.95 for simulating differ-
ent semi-supervised scenarios. The value of k is set to
k = p ·Ntra and p is selected from 1% to 8% by increasing
1% each time, and k is reset to 1 if the value of k is less than
1. We report the accuracies of proposed algorithms on the
testing set with inputting different values of k. The remain-
ing parameters utilize the same setup descried in Sec. 4.1.

The parameter sensitivity analysis is shown in Fig. 2,

Fig. 3 and Fig. 4. The horizontal axis represents the percent-
age p, which is proportional to k. And the vertical axis rep-
resents the accuracy. It can be observed that the SS-SPOTC
(blue-square) and SS-SPORF (red-square) algorithms have
the stable performances in breast cancer dataset with dif-
ferent values of k. But the performance of SS-SPOTC al-
gorithm decreases slightly at percentages 7% and 8% with
setting the masked size to 0.35, as shown in Fig. 2. The
possible explanation is that, the SS-SPOTC algorithm does
not perform the average decision, which might be unstable
compared with the SS-SPORF algorithm.
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Figure 2. Sensitivity analysis on the breast cancer dataset, the
masked size is set to 0.35.

Figure 3. Sensitivity analysis on the breast cancer dataset, the
masked size is set to 0.65.

Figure 4. Sensitivity analysis on the breast cancer dataset, the
masked size is set to 0.95.

5. Conclusions

The SPO tree algorithm is a new decision tree method
designed for the decision-making problem. However, it
can not handle the semi-supervised classification scenario.
In this paper, the label-to-cost converting strategy is pro-
posed, and the SPO tree can be treated as a classifier by
involving the two-edges shortest path problem. Based on
the DPC framework, the soft-margin strategy and the semi-
supervised SPO tree methods are proposed, which can uti-

lize the information of labels, densities and distances from
data. The experimental results demonstrate that the pro-
posed methods gain the robust performances in the semi-
supervised learning scenario.
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[15] Jurica Levatić, Dragi Kocev, Michelangelo Ceci, and Sašo
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