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Abstract

With the rapid development of the current network plat-
form for online e-commerce, in addition to transparent
price competition, buyer feedback also has a reasonable
influence on consumers’ purchasing decisions. Today, we
can see that the feedback behavior of consumers on related
websites, including well-known online shopping platforms
such as Amazon Shopping, Shopee Shopping and Taobao,
has been gradually strengthened in recent years. Whether
substantive recommendations from consumer feedback help
other superficial consumers read them to improve their
shopping habits. In this study, we automatically classify
feedback comments using machine learning, and monitor
the growth trend of shopping transaction volume, selecting
the Shopee shopping platform as an experimental case. The
suggestions provided by customers based on reviews are in-
corporated into the sentiment word management analysis,
and words and word scores are weighted. Finally, a shop-
ping engine is built that simulates consumer behavior, filters
variable factors using review management, and optimizes
metrics for predicting consumer shopping.

1. Introduction
With the maturity of today’s Internet technology, it is

very convenient to use the Internet to request information
about products, logistics management and distribution.

The shopping habits of consumers have been changing as
a result of the epidemic, and both the online and offline
channels have been accelerated. In the past, in the process
of industry development promotion, online shopping and
online sales were virtual channels for physical stores for
the sale of goods [1] [2]. With the development of the epi-
demic, various brand operators have also invested in online
sales models, the consumption behavior of traditional con-
sumers has been gradually changing, and physical retailing
is no longer the current consumption model. Consumers
are revealing, collecting and analyzing large amounts of
data online, changing the way they make decisions and
consume. Among today’s popular e-commerce platforms,
Shopee, Momo, PChome, etc. each have their own
unique characteristics. In addition to price exposure and
bidding strategies, online shopping platforms also improve
customer relationships by transforming e-commerce into
value-added and differentiated services. In this study, the
Shopee consumer rating was used for analysis, as well
as the e-commerce online rating system. Combined with
public review information, customer feedback can be used
to test the effectiveness of merchants’ value-added services
and analyses consumer behavior. Fig. 1 Positive feedback
from customers after a purchase.

Consumers can rate products, including text and image
ratings, within one month of ordering in the Shopee Shop-
ping Centre Rating System Specification. [3] [4] The sys-
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Figure 1. Positive customer feedback after making purchases.

Figure 2. Negative emotional assessment and feedback from the
consumer after they have made their purchase.

tem will actively disclose to the public platform if there is
no return registration in various stores. This reflects con-
sumers’ real opinions, and stores can also effectively in-
teract and communicate with customers through measure-
ment. This practice has changed the consumers’ doubts
about the authenticity and reliability of the reviews on the
online platform, the negative emotional evaluation and the
post-purchase feedback of the consumers are shown in Fig.
2.

The purpose of this paper is to examine the impact of e-
commerce on customer satisfaction. Historically, the status
of customer feedback and comments has often been diffi-
cult to define, the majority of customer reviews are based on
negative emotional states and the reviews are closed, mak-
ing the results of the analysis less meaningful. This study
used the Shopee shopping platform for analysis, mainly be-
cause the platform encourages consumers to provide feed-
back after purchase and offers rewards for feedback, so both
positive and negative feedback can be fully expressed. Re-
cent studies have also looked at how to integrate online and
offline consumption [5]. At the end of 2021, Google re-
leased the ”2021 Taiwan cross-border business key report.
Based on statistical analysis by Ipsos. Businesses have
a significant impact on online marketing. The technical
dilemma at this stage is that delivering personalized infor-
mation to experience and communicate is difficult. Whether
it’s a stable, mature industry or a traditional one, the main

dilemma remains. Therefore, our study focuses on the
hotspots of marketing, observing how to improve the effec-
tive feedback of marketing to customers, improving con-
sumer orientation to inform consumption and perform key
data analysis.

2. Related research
The key to influencing consumer purchase needs is to

understand post-purchase consumer feedback information.
This can truly reveal opinions, needs and indicators of prod-
uct satisfaction [1].

2.1. Perceived Value:

Zeithaml (1988) [6] has already suggested that percep-
tion should be the independent choice of each individual
and that it should be a process of redefining, adjusting and
shifting product specifications and meanings. Perceived
value [7] refers to the consumer’s evaluation of a product’s
usefulness based on the product’s income and payment in-
tegrity. [8] [9] [10] Therefore, if the results of the analysis of
perception comments can be adjusted by valuation, the per-
ceived value of a product or service can be thought of as the
consumer’s assessment of the usefulness of the product or
service. In the effort/reward trade-off, perceived value has
been seen as a mediator of the relationship between price
and information, unrelated to purchase intention.

2.2. Convolutional neuronal network CNN model:
[11]

Convolutional neural networks use a variety of mod-
elling blocks. These include convolutional layers, cluster-
ing layers and fully connected layers. They learn the spa-
tial hierarchy of the features automatically and in an adap-
tive way by means of retrocopulation via the connection of
the data. [12] Input layer: divided into static (static word
vector), non-static (non-static word vector), multichannel,
CNN-rand (randomly initialized). Convoluted layer: The
first layer key is extracted and the operation will be in ac-
cordance with the different characteristics of the number of
words in each article.

ci = f(w · xi : i+ h− 1 + b). (1)

(1) Pooling layer: The pooling layer is the same as the
convoluted layer. Its main function is to extract function-
ality from the fully wired layer and to reduce the number
of settings in the fully wired layer. Fully wired layer: The
information or the information is passed through the con-
volutive layer, the pooling layer and the fully connected
layer in order to obtain the values of the more valuable at-
tributes. [13] [14] In research, after sampling the test data,
the data is analyzed and classified to determine the analyt-
ical significance of related words. At the same time, after
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Figure 3. Design of the experimental research.

word analysis, semantic database correlation comparison is
performed to improve the match of word analysis results,
the transaction amount results are compared to ensure rele-
vance.

2.3. Web Crawler: [15]

The auto crawler program simulates the operation of the
user on the computer, simulates the operation of the user to
search the specific data of the website through the program-
ming language, and searches and stores the code of the web-
site. In this study, data from the web pages were first cap-
tured, and relevant data from the relevant parameters were
analyzed, for example print(rss.entries[0][’link’]) captures
line 0 of the matrix and stores it in a field, and stores perti-
nent information through the field store. Conduct classifica-
tion and storage and conduct subsequent word segmentation
benchmarking.

3. The Research Framework
This research selects one of the merchant’s products

and magazines for sampling, analysis and verification of
data extraction in an experimental case study based on the
Shopee shopping platform. Crawl is used to comment
on the results of the verification, import the CNN model
for comparison and verification of word segmentation, and
monitor each consumption. When consumers are shopping,
they are likely to look at reviews from other consumers to
help them make a decision. However, not everyone knows
the meaning of words, so word frequency classification is
used to determine which words consumers use often. The
CNN model has been tested on these words and a conclu-
sion has been reached.

4. Experimental description
The study found that most sellers on the Shopee shop-

ping platform are in the 4-4.9 range overall, with a focus on
special offers and hot items. When it comes to commenting,
consumers are unable to quantify and understand product

Figure 4. Word frequency analysis ratio after sampling.

feedback suggestions when relying solely on star ratings.
In the experiments, quantified star ratings were compared to
non-quantified semantic ratings and used to help consumers
adjust the corresponding comments that are collected after
rating. In this study, a textual analysis of the frequency of
words in the comments is carried out on comments on the
shopping site Shopee. Using word frequency analysis, you
can see which words occur frequently in consumer reviews.
For example, set it to start staring: 5 stars for a good look,
4 stars for a good look, etc. Place the classification in the
convolution layer of the CNN model and simulate to con-
firm which calculation method is more accurate. Then we
write the formula in code, check that the results of the so-
lution on both sides are consistent and draw a conclusion.
For experimental, system comments are used as experimen-
tal data. For the experience, the product is selected from the
products sold on the Shopee website [9], and since the re-
views on the Shopee shopping website are rated by 5 to 10
reviews, it is randomly selected between one and five stars
and the word frequency analysis system is applied. Fre-
quency analysis ratio in Fig. 4. After searching and sam-
pling, the frequency score classification is calculated, the
results are entered for testing and the CNN model convolu-
tional layer. We have used 2x2, 3x3 and 4x4 computations
and it is useful to know which method can test the results
with greater accuracy.

4.1. Calculate the frequency of words

The corpus was used for sentence classification in this
study. In addition to general keywords and contextual
queries, due to the complexity of Chinese dictionary clas-
sification. In the Chinese lexical function sketching system,
the rearrangement and combination of specific words pro-
duce different combination analysis results. Therefore, in
search, the corpus is used for corpus search and analysis.
This paper uses the word frequency statistic for corpus anal-
ysis and processing, just add words to the text content and
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Figure 5. Review sample data.

Figure 6. Word frequency classification.

Figure 7. Weights of the stars corresponding to the words extracted
from the corpus.

choose them, the word frequency statistic will be calculated
automatically. Based on the number of words entered by
the user, the corpus analyses the frequency of the words.
For example In Fig. 5, 171 words were entered. A total of
23 words were analysed, and the total word frequency value
is 144. The initial value of the word is 10%, regardless of
the number of words entered and the number of words ob-
tained. The frequency value is 0.69444 whenever the word
frequency is 1. For example, the word ”Nice” appears 10
times. 0.96444×10=6.9444 is used. (Fig. 6)

4.2. Assessment level

As a result of the large number of analyses, there has
been a review and adjustment of the relevant data in the
study. The analyzed word frequencies are first suppressed
for inapplicable and incompatible data, the remaining data
are then divided according to the number of word frequen-
cies. For example, words with a frequency of 9 - 6 will be
divided into one range. Similarly, the data is divided into
five parts. Once the classification is complete, the comment
level, defined as 1 to 5, is obtained from the classification.
(Fig. 7)

Figure 8. 2x2 text converting quantitative weighting calculating
analyzing.

5. Experimental evidence

In our research, we will sample the information collected
and analyse the results using a CNN model. In this docu-
ment, scores are arranged by CNN pattern. This paper cal-
culates 2 x 2, 3 x 3, 4 x 4, where x represents 1 to 5. The
first mathematics formula is calculated with 2 x 2, where
the y value is the sum of the addition of x5x3x0x2, and so
on to get y, if the x values in the oil are added to get 6 y val-
ues, so calculate the h value, both x and y need to take out
6 values for calculation. The first block of the input layer
in a 2 x 2 calculation is 5 + 3 + 0 + 2 + 4 + 5 = 19, 3 + 3
+ 2 + 1 + 5 + 2 = 16, 3 + 0 + 1 + 1 + 2 + 3 = 10, based
on the added value of the first block is higher than the value
of the second block and the third block, so we obtain 174,
also because the value of the third block plus The result-
ing total value operation is also the lowest.(Fig. 8) When
calculating 3×3, x5×y25+x3×y20+x3×y18, as the result, in
3×3 has more values than 2×2, to make the value correct, it
is calculated again, z is obtained from y, for example: add
y25 y20 y19 y22 to get z86, get all the z values, then use
the y×z values to get the h value. (Fig.9) When changing
the matrix to 4X4, increase the calculation analysis vector,
improve the calculation outcome and increase an r value, in
Fig. 10. Convolutional layers in a CNN template are used
in this research. The experiments were 2 x 2, 3 x 3 and 4
x 4. The test results show that the corresponding opinions
and star ratings are too far away from each other, and that
the comparison value with the 3x3 method is relatively sig-
nificant. From the results of the investigation, a matrix com-
putation on consumption words and library ratings has been
performed, and sources of interfering factors have been de-
duced. The computation and analysis results from the 3 x
3 matrix can better satisfy the correlation between planned
reviews and consumer behavior.

6. Conclusion

This study uses the characteristics of the CNN convolu-
tional network to analyse the word frequency, the weight
classification and the perception of the word frequency to
achieve the purpose of the calculation. For search, we built
our own search engine to search specific data from the pages
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Figure 9. Compare conversion results using 3x3 text evaluation.

Figure 10. Matrix structure transformation comparative analysis.

of the Shopee website and calculate and convert feedback
rating. In our research, we use convolutional network fea-
tures to combine calculation and estimation to obtain infer-
ence calculation results, when positive and negative emo-
tions cross or parallel, whether it affects consumers’ product
evaluation can be discussed in subsequent derivative works.
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