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Abstract

In this work, we address the challenging and emergent
problem of novel object detection (NOD), focusing on the
accurate detection of both known and novel object cate-
gories during inference. Traditional object detection al-
gorithms are inherently closed-set, limiting their capability
to handle NOD. We present a novel approach to transform
existing closed-set detectors into open-set detectors. This
transformation is achieved by leveraging the complemen-
tary strengths of pre-trained foundational models, specifi-
cally CLIP and SAM, through our cooperative mechanism.
Furthermore, by integrating this mechanism with state-of-
the-art open-set detectors such as GDINO, we establish new
benchmarks in object detection performance. Our method
achieves 17.42 mAP in novel object detection and 42.08
mAP for known objects on the challenging LVIS dataset.
Adapting our approach to the COCO OVD split, we obtain
an impressive result of 49.6 Novel AP50, which outperforms
existing SOTA methods with similar backbone. Our code is
available at:
https://rohit901. github.io/coop-foundation-models/

1. Introduction

Object detection serves as a cornerstone in computer vi-
sion, with broad applications from autonomous driving and
robotic vision to video surveillance and pedestrian detec-
tion [3, 29, 41]. Current state-of-the-art approaches such as
Mask-RCNN [ 1], and DETR [2] operate under a closed-set
paradigm, where detection is limited to predefined classes
seen during training. This limitation does not align with
the dynamic and evolving nature of real-world environ-
ments where object classes follow a long-tail distribution,
with numerous rare and a few common classes. Collecting
resource-intensive datasets to represent these rare classes is
an impractical task [10]. Thus, the development of open-set
detectors that can generalize beyond their training data is
crucial for their practical deployment.

The challenge of detecting novel objects is exacerbated
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(a) RNCDL output (b) Our Mask-RCNN method

Figure 1. Comparison of top-10 predictions: (a) RNCDL [7] can
result in imprecise localization and misclassification (e.g., basket,
apple), versus (b) our open-set Mask-RCNN, demonstrating accu-
rate detection and categorization of unique objects in the scene.

by the absence of labeled annotations for such classes. Prior
efforts have largely addressed Generalized Novel Class Dis-
covery (GNCD), utilizing semi-supervised and contrastive
learning techniques that assume access to pre-cropped ob-
jects and balanced datasets. However, these methods are
predominantly focused on classification rather than local-
ization, leaving a gap in novel object detection capabilities.
RNCDL[7] is a pioneering approach addressing novel ob-
ject detection (NOD; requires both localization and recogni-
tion of known and novel classes) through a training pipeline
encompassing both supervised and self-supervised learning.
Nonetheless, RNCDL lacks the ability to assign semantic
labels to novel categories without additional validation sets,
and its performance falls short for practical applications.

Emerging approaches in open-vocabulary object detec-
tion (OVD; similar to NOD, but main focus is on novel
classes, and requires large-scale training) have demon-
strated promise through the integration of Vision-Language
Models (VLMs) like CLIP [24], which leverage language
embeddings of category names to generalize detection ca-
pabilities. Techniques such as GLIP [15] and Grounding
DINO (GDINO) [19] further intertwine language and vision
modalities at various architectural stages, achieving detec-
tion through text inputs. These advancements, however, are
contingent upon extensive training and computational re-
sources, implicating significant environmental and financial
costs [22, 27].
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In this work, we present a cooperative mechanism that
harnesses the complementary strengths of foundational
models such as CLIP and SAM to transition existing closed-
set detectors into open-set detectors for novel object detec-
tion (NOD). These foundational models, trained on diverse
datasets, are adept at generalizing across tasks and distri-
butions unseen during training. Our approach uses CLIP’s
zero-shot classification in tandem with background boxes
identified by Mask-RCNN to determine novel class labels
and their confidence scores. These boxes then guide SAM
in refining the predictions and eliminating spurious back-
ground detections. Ours is the first approach to demonstrate
the potential of existing foundational VLMs for NOD.

We further demonstrate that our cooperative mechanism,
when paired with open-set detectors like GDINO, elevates
performance metrics across both known and novel object
categories. Through extensive evaluations on the challeng-
ing LVIS [10] dataset and the COCO [18] open-vocabulary
benchmark, our method sets new state-of-the-art, partic-
ularly in Novel AP50 metric. Ablation studies highlight
the significant contributions of individual and novel com-
ponents, such as the Synonym Averaged Embedding Gen-
erator (SAEG) and the Score Refinement Module (SRM).
Our contributions are as follows:

1. A cooperative mechanism leveraging the strengths of
pre-trained foundational models like CLIP and SAM,
transforming closed-set detectors into proficient open-
set detectors for novel object detection.

2. A modular design enabling integration with state-
of-the-art open-set detectors to enhance Known and
Novel class AP in challenging settings.

3. We demonstrate the effectiveness of our approach
compared to existing state-of-the-art in open-set, un-
known, and open-vocabulary object detection by var-
ious experiments conducted on challenging datasets
like COCO and LVIS. Further, our ablation studies
demonstrate the strength of proposed approach and its
constituent elements.

2. Related Work

Recent research in object detection has made signifi-
cant strides, yet the challenge of detecting objects outside
the predefined classes remains unsolved. Existing meth-
ods often assume a semi-supervised setting and focus on
classification rather than the complex task of simultane-
ous classification and localization, which our work tack-
les. GCD [28] exploits the capabilities of Vision Trans-
formers and contrastive learning to identify novel classes,
avoiding the overfitting issues of parametric classifiers.
OpenLDN [26] adopts a similar goal, leveraging image
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Figure 2. Comparative analysis of object detection methods on
lvis_vl_val_subset dataset. The closed-set Mask-RCNN
does not detect novel classes, however, the performance consis-
tently improves when combined with our cooperative mechanism
integrating different foundational models.

similarities and bi-level optimization to cluster novel class
instances, while PromptCAL [39] introduces contrastive
affinity learning with visual prompts to enhance class dis-
covery. In the realm of unknown object detection, meth-
ods such as VOS [5] synthesize virtual outliers to differen-
tiate between known and unknown objects. UnSniffer [16],
the current leading method, uses a generalized object con-
fidence score and an energy suppression loss to distinguish
non-object background samples. For Open-Vocabulary De-
tection (OVD), approaches like VILD [9], OV-DETR[35],
and BARON [32] employ knowledge distillation from
Vision-Language Models to align region embeddings with
VLM features. The state-of-the-art CORA[33] further re-
fines this by combining region prompting with anchor pre-
matching in a DETR-based framework. RNCDL [7] also
addresses novel object detection, but its two-stage train-
ing pipeline, reliance on a validation set for semantic la-
bel assignment, and poor performance limit its practicality.
Unlike RNCDL, our work is able to achieve superior per-
formance in a training-free manner. Lastly, methods like
GLIP [15] and GDINO [19] harness natural language to ex-
pand detection capabilities. However, the extensive train-
ing required for these methods incurs significant financial
and environmental costs. Our approach, on the other hand,
leverages complementary strengths of pre-trained founda-
tional models to achieve superior performance without the
need for extensive training, showcasing a more practical and
accessible solution for novel object detection. Further, the
modular nature of our cooperative mechanism allows it to
be combined with any existing state-of-the-art open-set de-
tectors like GDINO to further improve the overall perfor-
mance across both known and novel classes.

3. Novel Object Detection

Novel Object Detection (NOD) deals with object detec-
tion under heterogeneous object distributions during train-
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Figure 3. Our proposed cooperative mechanism integrates pre-trained foundational models such as CLIP, SAM, and GDINO with a Mask-
RCNN model in order to identify and semantically label both known and novel objects. These foundational model interacts using different
components including Initialization, Unknown Object Labelling, and Refinement to refine and categorize objects.

ing and inference. Specifically, we assume that the distri-
bution of classes observed during training might differ from
the distribution observed during inference. As a result, we
may encounter both known and previously unknown object
classes. Our objective is to identify objects from known and
novel categories during inference while assigning semantic
labels to each object.

Formally, we define Dyain = {(Xi,%i) 11 € X X Viain
as the training dataset. Each x; € R3*"X" represents an
input image and y; = {(b;,¢;)}j_; comprises bounding
box label b; € R* and class label cj € Ckmown We represent
the test dataset as Dies = {(X;, i) }2; € X X Viest, where
Viest O Virain. Importantly, class labels during testing, c;,
can belong to an extended set C D Ckmown,

Novel classes are by definition unknown; therefore, it is
challenging to detect them during inference. The conven-
tional object detection models such as Mask-RCNN [11]
and DETR [2] are examples of closed-set detectors unable
to generalize beyond the classes of their training data. These
models are unsuitable for detecting novel objects. We there-
fore require open-set object detectors to solve the prob-
lem of NOD. Recently, Grounding DINO [19] (GDINO)
achieved open-set generalization by introducing natural lan-
guage to a closed-set detector DINO [38]. The model pro-
cesses natural language input in the form of category names
or classes to detect arbitrary objects within an image. The
key to the open-set success of GDINO is language and vi-
sion fusion along with large-scale training.

Approach Overview. In this work, we show how to con-
vert an existing closed-set detector, i.e, pre-trained Mask-
RCNN, to an open-set detector by utilizing the comple-
mentary strengths of pre-trained foundational models such
as CLIP [24], and SAM [14] via our cooperative mech-
anism. Our proposed mechanism leverages CLIP’s un-
derstanding of unseen classes with Mask-RCNN’s abil-

ity to localize background objects for finding novel object
classes (Sec. 3.2). The bounding boxes are then refined
by using SAM’s instance mask-to-box capabilities (Algo-
rithm 1). We observe that the novel class AP of Mask-
RCNN is zero due to its closed-set nature (Fig. 2). Our co-
operative mechanism, however, can be applied to the same
closed-set Mask-RCNN model and result in notable gains
in novel AP, as well as better performance in known AP
compared to GDINO and the baseline Mask-RCNN. Ad-
ditionally, when our proposed cooperative mechanism is
combined with open-set detectors like GDINO, we observe
overall performance gains (Fig. 2).

Our approach uses off-the-shelf pre-trained models in
three stages; a) Initialization, b) Unknown Object La-
belling, and c) Refinement. The initialization stage con-
sists of getting bounding boxes of known and unknown ob-
ject categories from complementary off-the-shelf detectors
(Mask-RCNN [ 1], Grounding DINO [19]). The second
stage involves processing unlabelled background bounding
boxes by a pre-trained language-image model CLIP [24].
Finally, the detected boxes are refined using SAM [14]. We
first provide an overview of CLIP, SAM, and GDINO in the
next Sec. 3.1.

3.1. Preliminaries

Contrastive Language-Image Pre-training (CLIP).
The CLIP model incorporates a dual-encoder architecture
tailored for multi-modal learning, where the text and im-
age encoders are represented by ]-"t(CLIP and ]-" (CLIP) e
spectively. Training involves a batch of N image-text palrs,
where the goal is to align the image embeddings ¢; € R?
with their corresponding text embeddings ¢; € RY.

For zero-shot classification, given an image x and a set
of |C| unique classes, we generate |C| textual prompts using
a template T'(-) — for instance, “a photo of a [CLASS].” By
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replacing the [CLASS] token with each class name ¢ from
our targeted dataset, we form the textual descriptors. The

embeddings for these descriptors, ®; = F, (CLIP) (T(C)),

and for the image ¢; = ]—'i(CLIP) (x), are used to compute
logits as: ¢ ®; € R'*ICI The predicted class for the im-
age is the one with the highest corresponding score.

Segment Anything Model (SAM). SAM is a recent foun-
dational model for generic class-agnostic image segmenta-
tion. The model is comprised of three primary modules:
an image encoder J; (SAM) , a prompt encoder }'IESAM)

mask decoder gm ). Formally, for an input image x, and
a set of prompts P = {p1, ..., P}, SAM generates refined

segmentation masks {mj, ..., my; } and a corresponding set
(SAM) _ {8(15AM) (SAM } The

9

,and a

of confidence scores s

prompts P can include any combination of p01nts bounding
]_-(SAM)

to produce prompt embeddings ¢,,. Concurrently, F; (SAM)
processes X, yielding image embeddings ¢;. These two em-

boxes, or rough masks. These are encoded through

beddings are then fused and passed to Q,SAM), for refined
segmentation masks m and their scores s(5AM).

Grounding DINO (GDINO). GDINO utilizes the
DETR [2] architecture for a transformer-based framework
for object detection. It adopts the Swin Transformer [20]
as the visual backbone and BERT [4] for the textual
encoding. In this setup, given a pair consisting of an
image x and a concatenated textual input of class names
from the set of all classes C, the model yields a fixed
number (num_query =900) of predicted bounding boxes

{b(GD)}Imm AUeEY " Alongside, it generates a set of confi-

(@) }i29"5Y and associates each detected

(GD) c C}num query

dence scores {s;
region with a class label {c;

3.2. Cooperative Foundational Models for NOD

Initialization In our proposed pipeline, the first stage
involves initializing bounding boxes using off-the-shelf de-
tectors, such as Mask-RCNN and GDINO, to obtain the un-
refined bounding boxes from the input image. The outputs
of the detectors based on a conventional two-stage RPN
design are combined with a complementary DETR archi-
tecture to compensate for the weaknesses of each compo-
nent. For example, Mask-RCNN does not integrate lin-
guistic cues, and DETR has only a limited set of predicted
bounding boxes (i.e. num_query).

Specifically, the Mask-RCNN is a unimodal, non-
transformer based two-stage model, hence it does not
provide the flexibility to detect objects from an open-
vocabulary. The RCNN family of object detection mod-
els are known as two-stage detectors because, in the first
stage, they output all the object proposals in the given im-
age, which may include known as well as unidentifiable
background objects, and in the second stage, the model gen-

erates the final box predictions based on the initial set of
proposals. In the absence of class labels for novel objects
within a dataset, these categories are generally classified as
background class. To solve the NOD problem, the Mask-
RCNN model needs to output bounding boxes for back-
ground classes as well as known classes. Similarly, due to
the num_gquery bounding box limitation, the DETR based
GDINO model does not perform well on rare classes e.g.,
within the LVIS dataset [19]. As shown in Fig. 3, GDINO
misses out on detecting some of the other objects like cush-
ion, and scarf which are present in the input image.
Formally, for a given input image, x, we obtain the out-
puts from GDINO - specifically, the bounding boxes bg.GD),

GD
class confidence scores sg )

bel c(GD € C,where j = 1,..., Ngp. For the same input
1mage x, we also get the Mask-RCNN outputs which in-

clude the known bounding boxes; bgKN)

scores sg-KN), and class labels cg-KN) e Cknown  where j =

1, ..., Nkn, and the background bounding boxes; bounding
boxes b§-BG), where 7 = 1,..., Ngg. Since the closed-set
Mask-RCNN is not able to output the class labels and con-
fidence scores for the background boxes, we describe our
approach utilizing CLIP to obtain this missing data, and to
convert the closed-set Mask-RCNN model to an open-set
detector in the next subsection.

Unknown Object Labelling To convert the existing
closed-set Mask-RCNN to an open-set detector, we utilize
the zero-shot capabilities of a vision language model such
as CLIP to obtain the class labels and confidence scores for
the background boxes b§BG). First, the regions of interest
(ROIs) are cropped from the raw images, x;, using the back-
ground boxes, bgBG). We obtain Ngg number of ROIs that
serve as the image inputs for zero-shot classification with
CLIP. As shown in Fig. 3, we obtain the visual embedding
for these ROIs denoted as { ¥} 126 .

Synonym Averaged Embeddlng Generator (SAEG).
To obtain the text embeddings corresponding to each class
¢ € C, we define T as set of all prompt templates, S;
as set of all synonyms for the i-th class C; in the dataset
and C as set of all classes, {C,Cy,...,Cic}. Then for
each synonym s in S;, we proceed as follows. First, the
set of prompted texts for the synonym s is generated as
Ps = {T(s) : T € T}. Afterwards, these prompted
texts are tokenized and encoded using CLIP to obtain their
embeddlngs ie, oY = FP(P,) € R, where
n = |Ps|. The resulting embeddings are normalized and
averaged to obtain the representative text feature f, € R?
for the synonym s.

1 e
f, = — . 1
=P 2 el M

, and the associated class la-

, class confidence
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The text features for all synonyms of a class are averaged to
generate the text feature ¢! € R for that class C;.
; 1 f,
i = :
LS| 1]

2

f.€S;

The final text feature matrix ®, for all possible classes
can then be represented as:

&, = [p],¢7,..., ¢ e REXICL. 3)

Cosine similarity between these image and enriched text
embeddings is computed to finalize class predictions and
their confidence scores for the background boxes.

Refinement We consolidate bounding boxes, confi-
dence scores, and class labels obtained from Mask-RCNN
and Grounding DINO models. Specifically, we concatenate
the outputs as depicted in Fig. 3 to formulate a unified set
of bounding boxes, b§-c), confidence scores, S;c)

labels, C;C), where j = 1, ..., N¢. Finally, the total number

of combined bounding boxes are N¢ = Ngn + N + Nop.

, and class

This combined set of bounding boxes, b§-c), is inherently
noisy. To solve this problem and to achieve robust gener-
alization beyond the training data distribution, we utilize

SAM [14], which allows for efficient zero-shot generaliza-

tion. The raw image x;, and the set of prompts P = b§0)’

serve as inputs to SAM. The output is a set of refined
segmentation masks for each of the prompted bounding
boxes. From these improved masks, we extract new bound-
ing boxes, constituting our final set of refined bounding box
predictions, b;. Subsequently, we introduce the Score Re-
finement Module (SRM). This novel component integrates
confidence scores obtained from SAM with the combined
confidence scores, Sgc)’ to filter and re-weight the high-
quality object predictions, which significantly improves the
overall object detection performance as explained next.
Score Refinement Module (SRM). Our Score Refine-
ment Module (SRM) integrates two sets of scores: mask-

. SAM .
quality scores, s(- ), and combined confidence scores

J
sg-c). Both sets of scores are individually subjected to Min-
Max standardization [23]. The final refined confidence
scores, s;, are obtained by element-wise multiplication of
the standardized scores. Algorithm 1 describes our SRM
for score refinement. Finally, using the refined scores, s;,
refined bounding boxes, b;, and the combined class labels,

C;c)’ we filter high-quality object predictions.

4. Experiments and Results

In Sec. 4.1, we begin by outlining the implementation
settings for our study. Following this, in Sec. 4.2, we
present our main findings. We compare our work with the
current leading models, GDINO [19], and the RNCDL [7].

Algorithm 1 Score Refinement Process

1: Input: Combined scores s;c)’ SAM scores s

2: Output: Refined scores s;
3: Initialize MinMaxScaler (from sk-learn library) for

combined scores and SAM scores as scaler, scaler_sam
© ©

(SAM)
J

4: s; « scalerfit_transform(s; )

5. g(SAM) scaler,sam.ﬁt,transform(s&SAM))
N (O] (SAM)

6: 85 = S5 X 85

Since our known and novel class splits on LVIS (80 known;
1123 novel) is more challenging than the conventional
LVIS-OVD splits (866 known; 337 novel), we adapt our
approach on the COCO OVD split for direct comparison
against existing OVD methods in Sec. 4.3. We also re-
port comparisons on the localization capabilities of our
method against the latest in unknown object detection [16]
and open-set object detection [19] methods in Sec. 4.4.
Our method shows a significant improvement over previ-
ous methods. In Sec. 4.5, we report extensive ablation stud-
ies. The ablations demonstrate the valuable contributions
of each component within our overall proposed approach.
We conclude by showing the qualitative visualization of our
method in Fig. 6, showing clear improvements with our pro-
posed cooperative mechanism.

4.1. Implementation Settings

Datasets: In our experiments, we primarily utilize two
datasets: COCO 2017 [18], and LVIS v1 [10]. The LVIS
dataset, while based on the same images from COCO, of-
fers more detailed annotations. It features bounding box and
instance segmentation mask annotations for 1,203 classes,
encompassing all classes from COCO. The LVIS dataset
is divided into 100K training images (1vis_train) and
20K validation images (1vis_val). Our principal evalua-
tion, as detailed in Sec. 4.2, focuses on the LVIS validation
split, consistent with prior work [7]. Additionally, we orga-
nize the LVIS validation images in descending order by the
count of ground-truth box annotations. From this, we se-
lect a subset of 745 images (Lvis_val_subset) approx-
imately covering all LVIS classes. This subset is used in
our ablation studies (Sec. 4.5) and localization-only exper-
iments (Sec. 4.4). In general, our investigations indicate
that results on this subset are representative of those on the
full validation set. Known/Novel Split: Consistent with
RNCDL [7], we classify the 80 COCO classes as ‘known’
and the remaining 1,123 LVIS classes as ‘novel’. To align
with the COCO OVD split, we categorize 48 COCO classes
as known and the rest of the 17 as novel.

Mask-RCNN: We explore two versions of the pre-trained
Mask-RCNN model. The first, referred to as “Mask-RCNN-
VI”, adheres to the fully-supervised training methodology
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Method Mask-RCNN  GDINO VLM Novel AP Known AP All AP
K-Means [21] - - - 0.20 17.77 1.55
Weng et al. [30] - - - 0.27 17.85 1.62
ORCA [1] - - - 0.49 20.57 2.03
UNO [6] - - - 0.61 21.09 2.18
RNCDL [7] \4! - - 542 25.00 6.92
GDINO [19] - v - 13.47 37.13 15.30
Ours V2 X CLIP 13.24 42.61 15,52
Ours V1 v CLIP 1557 36.15 16.98
Ours Vi v SigLIP 16.12 37.09 17.74
Ours V2 v SigLIP 17.42 42.08 19.33

Table 1. Comparison of object detection performance using mAP
on the 1vis_val dataset. The VLM column specifies the Vision-
Language Model (VLM) utilized, indicating whether it is CLIP
or SigLIP. Overall, the SigLIP version with GDINO and Mask-
RCNN-V2 provides the best novel vs. known AP tradeoff.

of RNCDL [7], trained on the COCOyys dataset to en-
sure fair comparison. The second version, “Mask-RCNN-
V27, is trained on the complete COCO dataset, utilizing
a ResNetl01 [12] based FPN [17] backbone with large
scale jittering (LSJ) [8] augmentation. We consider top
300 predictions from Mask-RCNN (i.e. Ngn + Npg =
300). GDINO: For our experiments, the Swin-T variant of
GDINO is employed, being the only open-sourced variant
compatible with our open-vocabulary novel-class set con-
straint. The num_query parameter in GDINO is set to 900,
but only the top-300 high-scoring predictions (Ngp = 300)
are utilized (Fig. 4). CLIP: Two variants of CLIP-based
models are utilized in our approach. The first is the standard
CLIP model with a “ViT-1/14” backbone [24], and the
second is the recently released SigL.IP model [13, 31, 37].
We use the “ViT-S0400M-14-SigLIP” backbone from
SigLIP, alongside 64 prompt templates from ViLD [9], and
synonyms from the LVIS dataset [10] for our methodology.
Evaluation Metrics: For the the principal results in
Sec. 4.2, and the ablation studies in Sec. 4.5, we align
with previous studies and report mean average precision
(mAP@[0.5:0.95]) [18] across “known”, “novel”, and “all”
classes. Further, following the LVIS protocol [10], we eval-
uate our method by finally taking top 300 high scoring pre-
dictions. For COCO OVD results in Sec. 4.3, we evaluate
by taking top 100 high scoring predictions. In Sec. 4.4, re-
call values at an IOU threshold of 0.5 are evaluated for the
localization experiments. For the open-vocabulary compar-
ison in Sec. 4.3, box AP5g metrics are reported, following
the precedent set by earlier works.

4.2. Comparison with NOD Techniques

The results in Tab. 1 reveal that baseline methods like
K-Means and other GNCD approaches demonstrate lim-
ited effectiveness in NOD (Novel Object Detection), with
Novel AP below 1 mAP. Even RNCDL [7], which involves
a sophisticated multi-stage training process and requires ex-
tensive hyperparameter tuning, falls short in terms of both

Method

Pre-train

Training

Backbone

Novel

Base

All

OVR-
CNN [306]

COCO Captions, BERT
(BooksCorpus, English
Wikipedia)

Coco

ResNet50

22.8

39.9

ViLD [9] COCO, CLIP ResNet50 27.6 595 513
Detic [40] ImageNet-21K COCO, ImageNet-21K, ResNet50 27.8 17.1 15.0
Conceptual ~ Captions,
CLIP
OVv- - COCO, CLIP ResNet50-C4 294 61.0 2
DETR [35]
BARON [32]  SOCO dataset COCO, CLIP ResNet50 34 60.4 3.5
CORA [33] COCO, CLIP ResNet50 35.1 355 354
Rasheed et MAVL (Flickr30k, COCO, COCO Cap- ResNet50 36.6 540 494
al. [25] COCO, Visual Genome)  tions, CLIP
BARON [32]  SOCO dataset, MAVL COCO, COCO Cap- ResNet50-C4 42.7 549 517
tions, CLIP
CORA+ [33] COCO, COCO Cap- ResNet50x4 431 609 562
tions, CLIP
DetCLIPv3 [34] FILIP, Qformer, BERT, 0365, GoldG, V3Det, Swin-T 54.7 12.8  46.9
CLIP GranuCap50M, Granu-
Cap600K, CLIP, In-
structBLIP, GPT-4,
LLaVA
Ours* GDINO Ccoco ResNet50 49.6 424 443
(0365,GoldG,Cap4M),
SAM (SA-1B), CLIP
Ours* GDINO Ccoco ResNet101 503 498 499

(0365,GoldG,Cap4M),
SAM (SA-1B), CLIP

Table 2. Comparison with OVD methods on COCO-OVD data
split. “COCQO” in the training column refers to the COCO dataset
with 48 base class annotations. Our method requires only the
closed-set detector to be trained or can be training-free with pre-
trained detectors, unlike most existing OVD methods that require
explicit training with CLIP or other VLMs. Our method is thus
zero-shot, while OVD methods are not (evident from CLIP being
present in training column of most methods).

Known and Novel AP compared to the GDINO benchmark.
In stark contrast, our method, which does not necessitate
any training and is conceptually straightforward, signifi-
cantly outperforms RNCDL. Specifically, with our method
using only CLIP, we achieve an improvement of 7.82 mAP
in Novel classes and an impressive 17.61 mAP in Known
classes over RNCDL. Moreover, by integrating our coop-
erative mechanism with the GDINO and SigLIP model,
we observe additional gains of 3.95 mAP in Novel classes
and 4.95 mAP in Known classes compared to the baseline
GDINO. The use of advanced VLMs like SigL.IP and en-
hanced pre-trained weights of Mask-RCNN further bolsters
the overall object detection performance. This showcases
the scalability and modular nature of our approach, rein-
forcing its potential for diverse NOD applications.

4.3. Comparisons with OVD Methods

Tab. 2 compares our proposed zero-shot approach
against various SOTA OVD methods on the COCO-OVD
dataset split. Unlike most OVD approaches that require ex-
tensive training with VLMs like CLIP, our method leverages
only a pre-trained closed-set detector and uses VLMs like
CLIP in zero-shot way. Specifically, our method achieves
a notable 49.6% AP50 on novel categories, surpassing the
majority of the existing methods, including those that rely
heavily on VLM training such as CORA+ (43.1%) and
BARON MAVL (42.7%). While DetCLIPv3 demonstrates
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Figure 4. Object detection “mAP” performance on the
lvis_val_subset dataset. “Grounding Dino” and “Mask-
RCNN-V1” models were evaluated after considering the first 300,
second 300, and the first 600 boxes.
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Figure 5.  Ablation of our refinement component on the
lvis_val_subset dataset. The figure reports the Average Pre-
cision (AP) for both Novel and Known objects.

a higher Novel AP50 of 54.7%, this comparison is not en-
tirely fair due to the substantial pre-training and training re-
sources it employs (e.g., FILIP, Qformer, GPT-4, and oth-
ers). While our method uses multiple models during pre-
training, it does not use any such model in training (except
detector). DetCLIPv3 uses models in both pre-training and
training. Due to the zero-shot nature of our method, NOD
benchmark in Tab. 1 becomes the main result.

4.4. Comparisons with SOTA Unknown Object De-
tection Methods

Tab. 3 presents a comparison between our approach and
the SOTA in unknown object detection, specifically the Un-
Sniffer model [16]. To align with our evaluation criteria, we
retrained UnSniffer on the entire set of COCO classes, ex-
cluding its NCut filtering feature for fair comparison. Our
results demonstrate a notable improvement over existing
methods, such as RNCDL, GDINO, and UnSniffer, in ac-
curately localizing novel and known objects. Our method
achieves a leading recall rate of 37.36%, showing an abso-
lute 3.5% gain over the second best method, RNCDL.

Method Recall (%) Num TP Num GT Tot Pred

GDINO [19] 29.96 13653 45570 223500
UnSniffer [16] 30.83 14048 45570 216424
RNCDL [7] 33.82 15413 45570 216553
Ours* 37.36 17026 45570 223500

Table 3. Comparison of localization performance of different
methods on the 1vis_val_subset dataset. Recall is measured
with an IOU threshold of 0.5. True positives (TP) are those pre-
dicted boxes with IOU > 0.5 with any ground truth (GT) box.
*Qur method with GDINO, CLIP, and Mask-RCNN-V1.

Method SigLIP SAM GDINO SRM SAEG AP (Novel) AP (Known) AP (All)

Ours X v v v v 7.46 39.44 9.93
Ours v X v v v 11.54 34.62 13.32
Ours v v X v v 11.39 36.81 13.35
Ours v v v X v 14.32 36.66 16.05
Ours v v v v X 15.84 37.07 17.48
Ours v v v v "4 16.12 37.09 17.74

Table 4. Ablation experiments of our method consisting of SigL.IP
+ GDINO + Mask-RCNN-V1 and our proposed components on
the 1vis_val set. Each row represents the performance of the
final method minus a particular component indicated by the X.

4.5. Ablations

Ablation on Top-N Box Predictions - Grounding
DINO vs. Mask-RCNN: We examine the mAP perfor-
mance of GDINO and Mask-RCNN for both known and
novel classes with different numbers of box predictions
(Fig. 4). For GDINO, increasing Ngp beyond 300 leads
to only marginal performance improvements, whereas con-
sidering the first 600 boxes leads to only 0.5 mAP increase
on novel classes. Considering this alongside GPU mem-
ory constraints, we decide to set Ngp at 300 for optimal
efficiency. In the case of Mask-RCNN, as we can see from
Fig. 4, the known AP considering the next 300 boxes is only
1.05 mAP, while the novel AP is mere 0.05 mAP, therefore
the top-300 predictions (Ngn + Npg = 300) is optimal, and
further predictions introduce more noise and do not signifi-
cantly capture ground-truth generic objects.

Ablation on Refinement Stage: Our ablation study on
the refinement stage (Fig. 5) shows significant improve-
ments due to proposed refinement process. The refinement
stage added to open-set Mask RCNN results in a notable
4.4 mAP gain on novel AP. Further, combining GDINO
and open-set Mask-RCNN predictions with our refinement
stage yields superior performance, resulting in gains of 3.96
mAP in novel, and 1.09 mAP in known classes.

Ablation of Components in our Cooperative Mech-
anism: Our experiments assess the impact of each com-
ponent in our method by observing changes in mAP when
a component is removed. As indicated in Tab. 4, exclud-
ing SigLIP causes the most significant drop in Novel AP
(8.66 mAP), suggesting its crucial role in detecting novel
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Ours with GDINO &
Mask-RCNN

Mask-RCNN & CLIP

Figure 6. Comparison of top-10 predictions by different NOD methods. RNCDL (column a) shows mislabelings, such as ‘aerosol_can’,
‘doughnut’, ‘basket’ and ‘spoon’ due to post-discovery class assignment issues. GDINO (column b) has several inaccuracies, like
‘grizzly’, ‘wet_suit’, ‘rearviewmirror’, and ‘squirrel’. It also produces a lot of uncertain and low confidence predictions
(i.e. score < 50%). Mask-RCNN with CLIP baseline (column ¢, without our refinement) misses out on objects like ‘frying_pan’, and
outputs incorrect detections like ‘bed’. Our method (column d, GDINO+Mask-RCNN) accurately detects objects with high confidence
and outperforms prior methods in precise localization and recognition of unique objects. Figure best viewed with zoom.

classes. Conversely, this removal slightly improves known
AP by 2.35 mAP, highlighting a trade-off between novel and
known AP detection. The absence of GDINO reduces novel
AP by 4.73 mAP, confirming its importance in identifying
novel objects. Similarly, without SAM, there is a 4.58 mAP
decrease in novel AP. This implies that even with GDINO
and SigLIP, optimal performance on novel classes requires
the refinement offered by SAM (Sec. 3.2). Additionally, the
performance across both known and novel classes drops sig-
nificantly without our novel components (SAEG and SRM),
demonstrating their effectiveness.

5. Conclusion

In this research, we introduce a novel cooperative mech-
anism that leverages the complementary strengths of pre-
trained foundational models. This mechanism effectively
transforms any existing closed-set detector into an open-
set detector, addressing the challenges of novel object de-
tection (NOD). The modular design of our approach al-
lows for seamless integration with current open-set detec-

tors, enhancing their performance in detecting both known
and novel classes. Our method has consistently outperforms
state-of-the-art techniques in various settings, including
NOD, unknown object localization, and open-vocabulary
detection. While our study primarily focused on bound-
ing box outputs, the underlying components, namely Mask-
RCNN and SAM, are inherently capable of generating in-
stance segmentation masks. This aspect suggests that our
methodology can be readily extended to instance segmenta-
tion tasks, indicating a broader scope of application. Over-
all, the cooperative mechanism we propose not only ad-
dresses current limitations in object detection for NOD but
also provides a versatile and effective framework that can
be deployed in other applications.

Limitations: Despite the superior performance of our pro-
posed method in NOD, when compared to existing ap-
proaches, a primary limitation is the inference speed and
potential data leakage. Addressing this limitation (by train-
ing efficient custom models from scratch) without compro-
mising its detection capabilities is a key area for future re-
search.
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