This WACYV paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.

LATTECLIP: Unsupervised CLIP Fine-Tuning via LMM-Synthetic Texts

Anh-Quan Cao?* Maximilian Jaritz'

I Amazon

Abstract

Large-scale vision-language pre-trained (VLP) models
(e.g., CLIP [40]) are renowned for their versatility, as they
can be applied to diverse applications in a zero-shot setup.
However, when these models are used in specific domains,
their performance often falls short due to domain gaps or
the under-representation of these domains in the training
data. While fine-tuning VLP models on custom datasets with
human-annotated labels can address this issue, annotating
even a small-scale dataset (e.g., 100k samples) can be an
expensive endeavor, often requiring expert annotators if the
task is complex. To address these challenges, we propose
LATTECLIP, an unsupervised method for fine-tuning CLIP
models on classification with known class names in custom
domains, without relying on human annotations. Our method
leverages Large Multimodal Models (LMMs) to generate ex-
pressive textual descriptions for both individual images and
groups of images. These provide additional contextual in-
formation to guide the fine-tuning process in the custom
domains. Since LMM-generated descriptions are prone to
hallucination or missing details, we introduce a novel strat-
egy to distill only the useful information and stabilise the
training. Specifically, we learn rich per-class prototype rep-
resentations from noisy generated texts and dual pseudo-
labels. Our experiments on 10 domain-specific datasets
show that LATTECLIP outperforms pre-trained zero-shot
methods by an average improvement of +4.74 points in top-1
accuracy and other state-of-the-art unsupervised methods
by +3.45 points.

1. Introduction

Large-scale vision-language pre-training [46] has
emerged recently and demonstrated impressive generaliza-
tion performance on various downstream tasks [7, 8,23, 30,

], especially in zero-shot classification [46,47]. This suc-
cess is attributed to its robust visio-linguistic representa-
tion, learned from a vast amount of large-scale web-scraped
datasets [48]. However, these models often face challenges
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Figure 1. Overview of LATTECLIP. Our prototype-based method
leverages different types of pseudo-labels and LMM-synthetic texts
for improved unsupervised CLIP fine-tuning on domain-specific
datasets (e.g., texture). During inference, image features are com-
pared with prototypes to generate predictions. Here, f(-) and g(-)
are the CLIP image and text encoders, respectively.

in specialized domains due to domain discrepancies and
insufficient representation in the training data. Prior stud-
ies have demonstrated improvements on custom datasets
through supervised fine-tuning [15, 60] or few-shot learn-
ing [50,68]. Nevertheless, acquiring human-annotated labels
is costly, even for relatively small datasets (e.g., 100k sam-
ples), and often requires expert annotators for complex tasks.
To address this, we propose LATTECLIP, which fine-tunes
CLIP for classification on unlabeled training data to maxi-
mize performance on a test set from the same domain. Here,
a domain refers to a set of shared characteristics within a
dataset (e.g., cars, flowers, textures). Like in Unsupervised
Domain Adaptation (UDA) [12, 19, 58], we consider the
list of class names to be known a priori. An overview of
LATTECLIP is shown in Fig. 1.

Recent progress of Large Language Models (LLMs) [3,

,41,55,56] and Large Multimodal Models (LMMs) [4,34]
have led to a fundamental shift in training and fine-tuning
methodologies. The research community is transitioning
from a class-focused paradigm towards a more descriptive
approach, where data is annotated with detailed textual de-
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scriptions for training, and rich textual answers are provided
at inference time. Consequently, an increasing number of
methods [10, 16,28] now leverage synthetically-generated
text from LMMs as an additional source of supervision or
contextual information to improve performance. Similar to
these approaches, we harness the power of LMMs to gener-
ate descriptions for training, but with a strong emphasis on
producing more expressive descriptions. Instead of only gen-
erating per-image descriptions, we also generate descriptions
for groups of images, capturing their common characteris-
tics, as well as class-level descriptions for all images within
a category. These descriptions provide better contextual
information, offering richer supervision for training, lead-
ing to improved classification accuracy in specific domains
compared to the limited information from pseudo-labels and
label propagation [20,29].

However, directly fine-tuning CLIP with LMM-generated
texts leads to poor performance due to CLIP overfitting to
hallucinations and noise present in these texts. To address
this, we propose a fine-tuning framework based on proto-
type learning [, 39], where classes are represented as a
set of prototypes, typically as feature vectors. Prototypes
provide better control and interpretability of class represen-
tations through direct manipulation in the embedding space,
helping regulate the influence of each synthetic description
during training. To further improve the per-class prototype
representations, we combine the synthetic texts with two
types of pseudo-labels derived from both zero-shot and fine-
tuning models. The zero-shot model offers better generaliza-
tion thanks to pre-training knowledge, while the fine-tuning
model provides stronger in-domain performance. During in-
ference, these prototypes are compared with image features
for classification. As LMMs are only employed during dur-
ing fine-tuning, the inference time remains consistent with
standard CLIP methods. We validate the effectiveness of our
method across 10 domain-specific datasets. Compared to
pre-trained CLIP models, LATTECLIP achieves an average
improvement of +4.74 points in top-1 accuracy, surpassing
other unsupervised fine-tuning baselines by +3.45 points.

Our contributions can be summarized as follows:

* We propose LATTECLIP, a novel method that syn-
thesizes multiple types of image descriptions to en-
hance the unsupervised fine-tuning of CLIP models
on domain-specific datasets, leveraging the language
expressiveness of LMMs.

e To make training robust to noisy texts and pseudo-
labels, we employ a prototype framework with a mo-
mentum update, enabling us to control the influence
of synthetic text features. To further refine the useful
image descriptions, we introduce a Dynamic Feature
Mixer module that assigns higher weight to important
text, resulting in better-combined text embeddings.

* We show that mixing pseudo-labels from zero-shot

model and fine-tuning model significantly improves per-
formance; the former preserves pre-trained knowledge,
while the latter improves the accuracy on the target
distribution. Experiments show that LATTECLIP sig-
nificantly outperforms all baselines on average across
10 domain-specific datasets.

2. Related works

Adapting CLIP for Classification. = CLIP-based meth-
ods [46,62,63,65] exhibit competitive zero-shot classifica-
tion performance. For further improvement on downstream
classification datasets, CLIP can be adapted to close the gap
between pre-trained representations and specific domains.
In few-shot learning, one has access to a small number
of labels, typically between 1-16 samples per class, and
many works have adapted it to CLIP [9, 13, 14,38,45,50, 64,
,68,69]. Prototypical learning [51] is a seminal work in
few-shot learning and builds an average embedding (proto-
type) for each class. During inference, one then matches the
test sample to the nearest prototype. This concept recently
re-emerged for adapting CLIP, by building a cache model
holding the knowledge from the few-shot training set [66,69].
Different from that, we continuously update the prototypes
with momentum during the training process with multimodal
features from unsupervised texts and images. Other works
leverage prompt learning [68] or efficient fine-tuning [9, 64].
Supervised fine-tuning methods require a significant
amount of labeled examples for training [15,26,46,59,60].
Linear probing [46,60] is a simple technique that trains a
classifier on top of frozen image features, but can lead to
worse results due to overfitting. This problem has been tack-
led by using two-step training schedules of linear probing
and full fine-tuning [26], masked image modeling [59] and
by fine-tuning with contrastive loss by aligning the image
with a template text including the class label (FLYP [15]).
In contrast to FLYP, we add LMM-generated descriptions to
the contrastive loss, and stabilize unsupervised training by
learning prototypes with momentum.
Different from few-shot and fine-tuning, we focus on the
challenging scenario of unsupervised fine-tuning, where no
labels are available, because they are too costly to annotate.

Unsupervised Model Adaptation Our Unsupervised fine-
tuning task is related to Unsupervised Domain Adaptation,
where one typically reduces the discrepancy between the
source and target data. However, lately, the task of source-
free domain adaptation (SFDA) has emerged, where target
adaptation is performed without access to the source data,
see survey paper [31]. Many methods exploit that the source
model can partially generalize to the target domain, and
fine-tune with pseudo-labels [33], adversarial learning [32],
historical contrastive learning [2 1] or mixup [27]. While [21]
perform momentum contrastive learning [17] on different
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image augmentations, we contrast image-text pairs. The
above SFDA works train on a narrow source distribution.
Instead, ReCLIP [20] leverages CLIP, which is pre-trained
on wide-distribution large-scale data. ReCLIP leverages
pseudo labels, cross entropy between separate modalities
and focus on transductive setup (train/test on test set). Test-
time adaptation methods [35,49,53,57,67] update the model
to align with the target distribution at test time using a single
image in self-supervised manner, requiring optimization at
inference. Unlike these approaches, we leverage LMM-
generated texts to maximize test performance by fine-tuning
model parameters on unlabeled training data, thus keeping
the model parameters fixed during testing.

LMMs for Synthetic Labels. Using synthetically-
generated labels and textual descriptions is becoming a
standard in the field, because of the general availability of
LLMs and LMMs that can be prompted and guided with
task-specific examples [2, 10, 16,28,34,42,54]. This pro-
vides an opportunity for VLP, that typically uses large-scale
image-text pair data scraped from the internet, e.g., LAION-
5B [48]. Instead of using noisy and inconsistent captions
or annotating a large set, we synthetically-generate descrip-
tions. While LaCLIP [10] rewrites existing captions with
LLMs (text-only input), VeCLIP [28] prompts an LMM to
caption the image, followed by LLM text processing. Synth-
CLIP [16] synthesizes first the text, and then the images with
text-to-image generative models. In our work, we leverage
LMNMs to caption images, focusing on fine-tuning rather than
pre-training, combining the pre-trained model’s knowledge
with new synthetic captions in a balanced approach.

3. Method

Fine-tuning CLIP with combination of predefined tem-
plates, such as “a photo of a [class].”, was shown
to yield effective results when using ground-truth class
labels [15, 26, 60]. However, in the absence of ground-
truth class labels, fine-tuning CLIP models with pseudo-
labels [29], using FLYP [15], leads to limited improvements‘
This can be caused by two factors. First, the text employed as
supervision, resulting from the combination of the template
and pseudo-label, lacks expressivity and discriminativity.
This is typically the case for classes that are not visually
descriptive, such as types of land use (e.g., annual crop, in-
dustrial, efc.) or names of textures (e.g., paisley, sprinkled,
etc.). Second, pseudo-labels are inherently noisy, which neg-
atively affects the downstream classification performance
due to domain shifts relative to the original training data.

Our method, LATTECLIP, addresses these limitations

ITab. 1 reports the performance of “FLYP + pseudo labels” where
we show limited improvements with respect to CLIP across 10 datasets
on average. We also observe performance drops on some datasets (e.g.,
Food101, Flower102).
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Figure 2. Text Generation with LMM. In addition to the usual
class-description (middle), combining template text and pseudo-
label, we leverage LMM [34] to generate image-description (top)
which provide more expressive visual description of the image.
Further, by considering random group of images with the same
pseudo-labels, we prompt [34] to capture shared characteristics as
group-description (bottom).

by proposing an expressive unsupervised text genera-
tion (Sec. 3.1) and a prototype-based learning mecha-
nism (Sec. 3.2) to mitigate noisy pseudo labels. To improve
expressivity beyond pseudo-labeling, we build upon a re-
cent LMM [34], generating descriptions at multiple levels
of contextual granularity, describing the individual image,
group of similar images, and entire class. Individual im-
age descriptions offer detailed though possibly extraneous
information, which is addressed by group descriptions that
capture shared characteristics of similar images, albeit with
some noise. This noise is mitigated by class descriptions,
which provide stable representations to address inconsisten-
cies. Equipped with such textual description, we addition-
ally introduce a prototype-based learning framework that
learns a set of class prototypes from the generated text fea-
tures. These prototypes are updated in a momentum setting
to produce a smooth optimization over the whole training
set, reducing the effect of noise from outlier samples and
incorrect synthesized texts.

3.1. Expressive Text Generation with LMMs

Without access to ground-truth labels for training CLIP
models, we must rely on noisy pseudo-labels. Furthermore,
class names alone often lack visual descriptiveness. Conse-
quently, using only cross-entropy loss or solely relying on
class names leads to suboptimal performance in our setting.
To address this challenge, we introduce a novel approach that
leverages generated text to provide additional contextual in-
formation. In addition to the more standard class-description
mentioned above, we propose two additional ways using a
recent LMM [34] to generate textual descriptions of im-
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ages: image-description and group-description, as depicted
in Fig. 2. These generated texts hold complementary infor-
mation with increasing semantic abstraction, from class?,
to single image, to group of images, all of which help the
model to learn more precise classification boundaries. The
image-description texts provide detailed descriptions of in-
dividual images, capturing their unique characteristics and
subtle features. The group-description texts offer a compre-
hensive description representing the entire class, covering
shared features and common attributes.

Importantly, we found that the above mentioned descrip-
tions are complementary to the use of template text with
pseudo-label class, which we refer as class-description. In
fact, we later show that preserving this class-description in
the training process is crucial as our generated texts can be
noisy due to missing details or hallucination. The combina-
tion of class-/image-/group-description provides a stable and
reliable representation corresponding to the classes.

More formally, for each image x we generate three texts,
illustrated in Fig. 2, and defined as follows:
Class-description (7°*) provides a consistent class rep-
resentation using template “a photo of a [class].”
where [class] is substituted with the image pseudo-label
c obtained from a CLIP zero-shot.

Image-description (7™#8°) captures unique features of
image . We generate 7"™28° by prompting LLAVA [34]
with: “Describe the [domain] in the photo
concisely, using less than 20 words." where
[domain] 1is replaced with the dataset domain (e.g.,
flower, product, pet, car, etc.). We show image-description
examples in Fig. 5.

Group-description (7%°"P) captures shared visual
characteristics between similar images, to combat known
limitation of LMM which may miss or hallucinate visual
characteristics [36]. To generate T5"°"P from image =, we
randomly sample multiple images with the same pseudo-
label as x. These are collaged into a single image x5™°"P
fed to LLAVA which is prompted with: “Describe the
common visual attributes of the [domain] in
all the photos concisely, in fewer than 20
Examples of such group-descriptions are
illustrated in Fig. 5.

words.".

To generate these descriptions, we use LLAVA 1.6 [34]
with a 4-bit quantized Mistral 7B model. This model requires
approximately SGB of GPU memory and takes around 1.2
seconds to generate a single description per image on a Tesla
V100 GPU. This makes description generation relatively
cost-effective, as we can run five instances of this model in
parallel on a Tesla V100 32GB GPU, taking approximately
3.4 hours to generate descriptions for 50k images.

2Here, "class" refers to the class-description.
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Figure 3. Training. For image x, we predict pseudo-label ¢ €
{¢us, cie } and create three type of descriptions per pseudo-label
as described in Sec. 3.1. Our Dynamic Feature Mixer combines
these descriptions with the corresponding prototype p. to produce
a prototype-text embedding #, which updates the prototype pe.
Lastly, the contrastive loss Eq. (3) is computed between ¢ and and
the image embedding f(z).

3.2. Prototype-based CLIP fine-tuning

Adopting directly the generated texts from Sec. 3.1 is in-
effective, because the text encoder overfits to the distribution
of generated texts, which are noisy by construction due to
hallucinations of the LMM and missing details. We confirm
this experimentally in Tab. 2, rows 4, 5, 6. Therefore, we
propose a prototype learning approach that is capable of
determining the important synthetic texts and learning better
class representations from them. Our approach mixes three
key ingredients as shown in Fig. 3: (1) a simple strategy to
preserve robustness by leveraging pseudo-labels from both
frozen and fine-tuning CLIP models; (2) a feature mixer
that dynamically balances the importance of each text 77255,
Timage and T8°UP; (3) a module that updates the prototypes
during training, stabilizing the learning process.

Dual Pseudo-labels. As in WISE-FT [60], we observe
that training only with pseudo-labels from the fine-tuning
model improves accuracy but at the cost of overfitting to
the training distribution. Hence, to preserve robustness, for
each image we employ two pseudo-labels {c,s, ¢t } originat-
ing from both the zero-shot model (c,5) and the fine-tuning
model (cg). We later show that this simple strategy offers
greater generalization and accuracy.

Prototype Learning. From the generated texts and
pseudo-labels, we aim to learn a set of prototypes corre-
sponding to all classes, denoted as {p.}<_,. These proto-
types are designed to capture class-specific details of the syn-
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thesized texts and pseudo-labels within the CLIP embedding
space. First, the prototypes are initialized with features de-
rived from the 7°¢1ass, generated based on its associated class
name. Then, for an image z, we use our dual pseudo-labels
from zero-shot and fine-tuning {c,s, cst} to generate two
class-description texts {11855, Tclass} and select the corre-
sponding prototypes p,s and pg. Our feature mixer strategy,
detailed below, then combines the two class-descriptions
with the image-description and the group-description, there-
fore obtaining two prototype-text embeddings ¢, and fy;,
see Fig. 3. We then apply a momentum update to the cor-
responding prototypes. Finally, we apply two contrastive
losses [15] between the image embedding f(z) and each of
the prototype-text embeddings ¢ and #g.

Dynamic Feature Mixer. To compensate for noisy text
descriptions, we propose a mechanism that dynamically re-
weights the three descriptions as a function of the cosine
similarity between each description embedding and corre-
sponding prototype, see Fig. 4. Intuitively, our goal is to
assign higher weights to descriptions uniquely describing a
class and lower weights to generic descriptions. In the gen-
eral case, for a text T' we first compute the cosine similarities
between its CLIP embedding ¢(7") and each of the proto-
types, and obtain its weight w from the difference between
the two closest similarities. This writes:

_ 9(T)-pe \° ( 9(T) - pe )C

e ( To (D) ee ) e P e -
where top; () and tops(-) return the largest and second
largest values of the input set, respectively. A high weight
indicates a large gap between top; (+) and tops(-) similari-
ties, ensuring the text feature is uniquely similar to a single
prototype while dissimilar from the rest, as tops(-) value
serving as an upper bound for the similarity of the remaining
prototypes. Alternatively, we could use the mean or median,
but this might result in a text being very similar to a few pro-
totypes while remaining dissimilar to others. Subsequently,
given the set of texts {77™mase Terouwp Telassy and the
weights {w!mage q8rouP gyclassl computed using Eq. (1).
The resulting prototype embedding ¢ is defined as

> cl w' - g(T")
Dier W'

where I={image, group, class} and « is the prototype
weight. We empirically set o to 0.99 in all experiments
to stabilize training, as the prototypes are more reliable than
the synthetic text embeddings. Thus, this act a strong regular-
ization mechanism against the noise induced by the synthetic
texts. Yet, ¢ remains tailored for each image as Timage and
TerovP differ. With two pseudo-labels per image, this results
in two prototype-text embeddings {Zs, ts; }-

t=(1-a) + ape (2
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Figure 4. Dynamic Feature Mixer. We compute cosine similarities
between each text feature and all prototypes. Weights are deter-
mined by the difference between the top two similarity scores. We
calculate a weighted average of the features and combine it with
the prototype (Sec. 3.2), creating a representation relevant to the
input prototype yet distinct from others.

Training.  Given an image x, we train both the image
encoder f(-) and text encoder ¢(-) using contrastive loss to
align the image embedding f(x) with both the prototype-
text embeddings #,s and #g, resulting in two losses L,3 =
Leon(m,Ty5) and L = Leon(z, t) respectively with Leon (-, -)
defined as:

_ b eXp f(z)-ti/7)
Z SN exp(f(x) - t;/7)

s exp @)
Z T explly - 1(e)/7)

where N is the batch size and 7 is the temperature parameter
as in [46]. The first term of Eq. (3) normalizes over text
embeddings to match the correct text to an image, while
the second normalizes over image embeddings to match the
correct image to a text. The final loss is £, + Lg.

Econ($> E)
3)

Momentum update prototypes. For a pseudo-label c,
we derive the corresponding prototype-text embedding ¢ for
each image. During training, the average prototype-text em-
bedding tpatcn is computed over the images in the batch.
Using the pseudo-label ¢, we update the respective prototype
pe with a momentum g, obtaining the updated embedding
Pe = (1 — p)tbaten + 1pe, which is then stored back in the
prototype bank as the prototype for class c. Momentum up-
date works effectively when p € {0.99,0.999,0.9999} [17].
As we fine-tune on smaller dataset with fewer iterations,
we set 1 to 0.99 for faster updates of the prototypes. Intu-
itively, the prototype can be viewed as the running average

5034



Method ‘Average‘EuroSAT Sun397 Food101 Flower102 DTD FGVC Oxford Pets Cars UCF101 Caltech101
Oracle ‘ 81.76 ‘ 9446 7745 85.01 8790 76.65 3795 9242 9021 79.49 96.02
LLAVA zero-shot 27.23 | 4478 1574 29.81 6.58 20.27 3.18 2892 338 4425 75.38
Pre-trained CLIP 67.49 | 4295 6820 78.65 71.30 55.3223.79 87.30 88.25 64.37 94.73
ReCLIP [20] 68.78 | 49.25 69.07 7791 71.13 5691 25.92 8850 87.84 68.86 92.37
FLYP [15] + pseudo-label [29]| 70.01 | 67.12 70.19 76.83 68.78 61.82 1740 88.96 84.19 69.44 94.69
LATTECLIP (ours) 72.23 | 80.27 70.68 79.63 71.94 56.26 22.02  89.21 87.40 70.08 94.77

Table 1. Top-1 accuracy on 10 classification datasets. We report the results for five baselines and our method. The ‘Average’ column shows

the average results across all datasets. Best/2"? best.

of the text-prototype embeddings assigned to the class. This
process is repeat for each pseudo-label in {cs, cst }.

Inference. The predictions for an image x are made by
comparing the image embedding f(z), where f(-) is the
fine-tuned CLIP image encoder, with {p.}<_; and taking the
prototype with the highest cosine similarity as output.

4. Experiments

We evaluate LATTECLIP on the task of fine-tuning on 10
specialized classification datasets, without using any ground
truth labels. We use the training set for unsupervised training
and use the test set to compute the top-1 accuracy.

Datasets.  We employ a mixture of datasets covering
various specialized domains, including satellite imagery,
food dishes, airplane models, and others: EuroSAT [18],
SUN397 [61], Food101 [5], DTD [6], FGVC [37], Ox-
ford Pets [43], Cars [25], UCF101 [52], Caltech101 [11],
Flower102 [40]. These datasets feature specific classes, such
as the car model, making the unsupervised fine-tuning setup
challenging. We follow the standard train/val/test splits
in [68]. We train LATTECLIP using the combined train
and val sets and report its performance on the test set.

Baselines. We compare our method to four unsupervised
baselines and one fully supervised baseline, which serves as
an oracle. First, we perform zero-shot classification with
a pre-trained CLIP model. As in CLIP [46], we compute
text embeddings for all classes with template “a photo
[class].”. For classification, we compute the
cosine similarity between each image and all class text
embeddings. Our second baseline, ReCLIP [20], also
performs fine-tuning without labels but utilizes improved
pseudo labels and self-training. However, ReCLIP primarily
focuses on experiments conducted in a transductive manner,
which involves training and evaluating on the test split of
each dataset. To ensure a fair comparison, we retrained
ReCLIP using the same CLIP-based model and identical
dataset splits as our method. Third, we combined FLYP [15]
with pseudo-labeling [29] for unsupervised fine-tuning,
as the original method relies on supervised fine-tuning.
Note that we use FLYP without weight ensembling to

of a

maintain a fair comparison with ReCLIP, which also
does not employ weight ensembling. Finally, we add
"LLAVA zero-shot" baseline which prompts LLAVA to
classify the image from a given list of classes, using the
following prompt
category for the image from the following

“Select the most appropriate

options: [options].
name." , where options is replaced with the list of class
names. For the supervised baseline, we train FLYP using
ground-truth labels, serving as an oracle. The evaluation is
performed in a zero-shot fashion, like zero-shot CLIP. Since
our method uses prototypes, no class template embeddings
have to be computed, and we directly use the prototype
vectors. For all baselines and ours, we use OpenCLIP [22],
the open-source implementation of CLIP [46], with a
ViT/B-32 architecture, pre-trained on the LAION-2B dataset.
Performance is reported based on the last epoch since we
have no supervision signal. For additional implementation
details, please refer to the supplementary material.

Write only the category

4.1. Results

The main results with top-1 accuracy on the 10 datasets
are shown in Tab. 1. Across all datasets, LATTECLIP
improves the average top-1 accuracy of CLIP by 4.74
points. Furthermore, it outperforms all unsupervised base-
lines, including the recently published ReCLIP [20] and our
proposed baseline that integrates FLYP [15] with pseudo-
labeling [29], by 3.45 and 2.22 points, respectively. Inter-
estingly, FLYP + pseudo-label outperforms ReCLIP, likely
due to the robustness and effectiveness of fine-tuning both
image and text encoders with contrastive loss, instead of just
the image encoder with cross-entropy loss, as demonstrated
in FLYP [15]. Notably, LLAVA zero-shot has low overall
performance, which could be attributed to LLAVA being
trained in generative autogressive manner, thus not optimal
for discriminative tasks. Lastly, the oracle is shown on the
first line by training FLYP with ground-truth labels. The
9.53-point average performance gap between the fully super-
vised oracle and unsupervised LATTECLIP highlights room
for improvement. Still, LATTECLIP performs competitively,
narrowing the gap across multiple datasets, particularly on
Oxford Pets, Cars, and Caltech101, to less than 3%.

5035



| Tetass image Teroup| Average |EuroSAT Sun397 Food101 Flower102 DTD FGVC Oxford Pets Cars UCF101 Caltech101

1| v v v 72.23 | 80.27 70.68 79.63
2 vV v 70.74 | 7998 64.85 7552
3| vV 70.67 | 7822 59.79 81.52
4 v v 5597 | 64775 6328 76.73
5 v 5237 | 4431 6254 77.00
6 v 5352 | 5935 65.00 77.06
71 v v 71.63 | 79.68 70.07 80.16

71.94 5626 22.02 8921 87.40 70.08  94.77
7231 57.03 1644 8945 87.09 69.50  95.21
7121 5674 1650  90.00 87.89 69.84  94.97
50.95 4876 9.00 6451 3298 6045  88.24
4844 4309 7.89 5675 33.86 5858  91.24
31.67 49.05 9.57 6449 2599 6690  86.09
71.99 5747 18.00 89.81 86.15 68.84  94.12

Table 2. Impact of generated texts. Best performance is achieved when using all types of descriptions. Best/2" best.

Class: Forest (Eurosat)

Te°uP: Dark blue, green,
and brown colors, indicating
water, vegetation, and land.
Timage: The image shows a
large body of water with no
visible land use.
Class: Indoor Factory

(SUN397)

Teroup.

Industrial factory

Class: Banded (DTD)

T&uP: Stripes, zebra, ani-
mal print, geometric shapes,
lines, and bold colors.
Tmage: Striped pattern.

Class: Apply Eye Makeup
(UCF101)

T'e°uP: Makeup application,

with white walls, industrial close-up, hands holding
equipment, machinery, tools.

clocks, and doors. Timage; Girl applying
T'mage:  Large industrial makeup.

building with doors.

Figure 5. Examples of generated captions. We either generate
a caption from the group of 4 images, by inputting them as tiled
single image into LLaVA (T°¢"°"P), or we input a single image to
LLaVA (T'™%%°). For simplicity, in this figure, we only show a
single image caption (highlighted by red bounding box).

In Fig. 5, we show examples of generated image-
description T'™28¢ and group-description T8, Overall,
T'e"°"P offers more comprehensive and contextual informa-
tion. For instance, in the top-right example, 77™28¢ is simply
"striped pattern,” whereas T5"°"P provides richer details, in-
cluding "zebra, animal print, geometric shape, lines". This
trend is evident in other examples as well. For example, in
the bottom-right example, 728 is "Girl applying makeup,"
while T'¢"°"P elaborates with "Makeup application, close-up,
hands holding tools." Additionally, image-description fails to
capture "forest" in the top-left example, describing it merely
as "The image shows a large body of water with no visible
land use." In contrast, 78"°"P includes relevant details such
as "vegetation, land, green and brown colors."

4.2. Ablations

Different types of synthetic descriptions. Tab. 2 il-
lustrates the impact of different generated texts on overall
performance. We observe that all texts are essential for
achieving the best performance. Specifically, excluding the
image-description reduces the average performance across
all datasets by 0.6 (row 1 vs. row 7). The impact of re-
moving the group-description is even more significant with
a 1.49 points reduction (row 1 vs. row 2). Additionally,
omitting both the image-description and group-description
results in an even larger loss of 1.56 points (comparing row
1 to row 3). Rows 4, 5, and 6 show that relying solely on
synthetic texts causes a drop in performance due to the noise
and inaccuracies introduced by the generated descriptions.

Dynamic Feature Mixer. = We ablate our Dynamic Fea-
ture Mixer in Tab. 3 (row "w/o Dynamic Feature Mixer") by
setting all the text weights to 1.0, so that all texts contribute
equally. The average performance drops by 2 points, with
significant decreases on multiple datasets, such as -14.23 on
EuroSAT, -1.41 on DTD, and -2.03 on Cars. This demon-
strates that our Dynamic Feature Mixer module effectively
assigns relevant weights to the meaningful descriptions.

Dual Pseudo-Labels.  Best performance is achieved using
both zero-shot and fine-tuning pseudo-labels {c,s, ¢t }. This
is assessed in Tab. 3 by removing the corresponding losses.
Removing the zero-shot pseudo-label (row "w/o L,;") leads
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Method

‘Average‘EurOSAT Sun397 Food101 Flower102 DTD FGVC Oxford Pets Cars UCF101 Caltech101

LATTECLIP (ours) 72.23 | 80.27 70.68 79.63 71.94 56.26 22.02 89.21 87.40 70.08 94.77
w/o Dynamic Feature Mixer| 70.23 | 66.04 69.41 80.18 7251 54.85 23.43  87.14 8537 69.02  94.32
wlo Lg 68.26 | 47.06 69.80 7923 7048 56.97 23.82 87.65 87.19 6577  94.60
W0 Ly 70.58 | 76.96 68.18 7029  71.01 61.05 19.89 8749 86.13 7039 9436
w/o Momentum Update 4572 | 31.19 56.17 68.08 5741 31.32 1341 13.03  43.31 54.69 88.56
Table 3. Method ablation. All components contribute to the best performance. Best/2™¢ best.

to a significant drop across multiple datasets: -3.31 on Eu- %

roSAT, -2.5 on SUN397, -9.34 on Food101, and an average P

decline of -1.65 across all datasets. Furthermore, removing é Zf_}

the fine-tuned pseudo-labels (row "w/o L") results in an E 74

even more substantial average performance drop of -3.97, & -

with particularly notable decreases of -33.21 on EuroSAT %70 e —

and -4.31 on UCF101. We conjecture that this is because the % 68 / —e— LatteCLiP

zero-shot pseudo-label is more robust, while the fine-tuned 66 1510 20 20 0 80 100

pseudo-label has higher accuracy on the training dataset.

Momentum Update. = We ablate the impact of the mo-
mentum update by setting ¢=0, as shown in row "w/o Mo-
mentum Update" in Tab. 3, therefore directly replacing the
prototype by the new weighted text features. Without mo-
mentum update, performance declines dramatically, with an
average decrease of —26.51 across all datasets. Significant
declines are observed in many datasets, such as -44.09 on
Cars, -14.51 on SUN397, and -14.53 on Flower102. This
substantial drop is attributed to the high variance in the pro-
totypes due to the noisy generated texts.

Incorrect images in generating 75"°"P.  We analyze how
incorrect images within a group affect the generated group-
description T8"°"P. We test groups of 4 images with different
number of correct images, selected using ground-truth labels.
For 1, 2, 3 and 4 correct images, this results in top-1 accuracy
of 72.48, 72.61, 72.72, and 72.64, respectively, averaged
across all datasets. Performance improves slightly with more
correct images. Notably, our method using pseudo-labels
achieves a performance of 72.23, which is competitive with
the ground-truth label selection. This demonstrates tolerance
to noise and pseudo-label inaccuracies within the image
group. Detailed performance on all datasets is provided in
the supplementary material.

Number of images per group. We analyze the impact of
increasing the number of images per group on performance
by testing groups with 2, 4, 8, and 16 images, resulting in av-
erage performance scores of 71.55, 72.23, 72.31, and 72.49,
respectively, across all datasets. The performance improves
with more images per group, likely because the probability
of including the correct images increases. The most notable
improvement occurs when increasing the number of images
per group from 2 to 4, with score rising from 71.55 to 72.23.
This is because achieving a majority with only 2 images
requires 100% accuracy, whereas larger groups can tolerate

Amount of Training Data (%)

Figure 6. Impact of amount of training data. Average top-1
accuracy on 10 datasets while varying the amount of training data.

some errors while still maintaining a correct majority. Per-
formance plateaus after 4 images, possibly due to the fixed
input resolution of LLAVA [34], leading to lower per-image
resolution as the number of images increases. We provide the
performance for all datasets in the supplementary material.

Impact of amount of training data.  Sec. 4.2 illustrates
the effect of training data size on the average top-1 accuracy
of LATTECLIP and oracle across 10 datasets. Despite be-
ing unsupervised, LATTECLIP exhibits strong robustness
to varying amounts of training data, comparable to an or-
acle. Specifically, LATTECLIP’s performance drops only
0.77/6.36 on 20%/1% of the data, respectively, compared
to 7.28/1.30 of the oracle. Increasing data size generally
improves performance, though the gains diminish notably
for both after 20%.

5. Conclusion

LATTECLIP is a novel method for unsupervised CLIP
fine-tuning on specialized datasets where human annotations
are costly or require expert knowledge. Leveraging LMMs,
LATTECLIP generates rich and expressive synthetic tex-
tual descriptions at various levels of contextual granularity,
including image-description, group-description, and class-
description. To effectively learn from these potentially noisy
descriptions, we propose a prototype learning framework
with three key elements: (1) dual pseudo-labels from frozen
and fine-tuning CLIP models; (2) a Dynamic Feature Mixer
for optimal text feature weighting; and (3) momentum up-
date to enhance training stability. LATTECLIP surpasses
comparable baselines on average across all datasets.
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