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Abstract

Agricultural domains are being transformed by recent
advances in Al and computer vision that support quantita-
tive visual evaluation. Using aerial and ground imaging
over a time series, we develop a framework for charac-
terizing the ripening process of cranberry crops, a crucial
component for precision agriculture tasks such as compar-
ing crop breeds (high-throughput phenotyping) and detect-
ing disease. Using drone imaging, we capture images from
20 waypoints across multiple bogs, and using ground-based
imaging (hand-held camera), we image same bog patch us-
ing fixed fiducial markers. Both imaging methods are re-
peated to gather a multi-week time series spanning the en-
tire growing season. Aerial imaging provides multiple sam-
ples to compute a distribution of albedo values. Ground
imaging enables tracking of individual berries for a detailed
view of berry appearance changes. Using vision transform-
ers (ViT) for feature detection after segmentation, we ex-
tract a high dimensional feature descriptor of berry appear-
ance. Interpretability of appearance is critical for plant bi-
ologists and cranberry growers to support crop breeding
decisions (e.g. comparison of berry varieties from breeding
programs). For interpretability, we create a 2D manifold
of cranberry appearance by using a UMAP dimensionality
reduction on ViT features. This projection enables quan-
tification of ripening paths and a useful metric of ripening
rate. We demonstrate the comparison of four cranberry va-
rieties based on our ripening assessments. This work is the
first of its kind and has future impact for cranberries and
for other crops including wine grapes, olives, blueberries,
and maize. Aerial and ground datasets are made publicly
available.

1. Introduction

Machine learning and computer vision methods play
an increasingly vital role in facilitating agricultural ad-
vancement by giving real time, actionable crop feedback
(27; 30; 51).  These methods are enabling farming prac-
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Figure 1. Cranberry bog at the measurement site. (Left) Cranberry
harvesting. (Right) Drone at bog for in-field cranberry measure-
ments during the growing season.

tices to adapt and evolve to keep up with changing condi-
tions. Cranberry farmers are particularly poised to benefit
from vision-based crop monitoring as they face numerous
challenges related to fruit quality such as fruit rot and over
heating (33; 36; 46; 48). As cranberries ripen and turn red,
they become much more susceptible to overheating, par-
tially because they lose their capacity for evaporative cool-
ing (21; 37; 44). When this growth stage is reached, the
cranberries exposed to direct sunlight can become unusable.

We develop a vision-based method for measuring in-field
cranberry albedo to quantify ripening in order to predict
when cranberries are nearing this vulnerable stage. Cur-
rently, cranberry growers quantify this ripening process
manually using out-of-field albedo evaluation by imaging
harvested cranberries over time (40). This approach is cum-
bersome and time-consuming, limiting its utility in larger-
scale evaluations. For practical applications, only small
numbers of berries can be harvested for out-of-field images.
This is inefficient and incapable of painting a full picture of
overall crop health as plants do not ripen uniformly. Berries
on the top of the canopy with direct sun exposure have a
high risk of overheating, while berries underneath the leafy
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Figure 2. An example segmentation of cranberry images using the
Segment Anything Model SAM(39) without point-click prompts
(automatic mask generation). Notice that in addition to cranber-
ries, surrounding leaves and other structures are segmented.

canopy are generally well protected.

The conventional solution to overheating is increased
crop irrigation during the growing season. These irriga-
tion decisions must consider cost and efficient use of en-
vironmental resources. Furthermore, inadequate or poorly
timed irrigation can lead to overheating whereas excessive
irrigation encourages fungal fruit rot to develop (33). Since
berries can overheat in a short period of time (21; 35), irri-
gation decisions should be coordinated with in-field albedo
characterization, informing the grower on the number of
vulnerable berries and enabling expedient decision making.
Therefore, assessing the current albedo of the visible berries
is directly relevant to irrigation decisions. For these rea-
sons, in-field measurement of the ripening rate for a partic-
ular cranberry bed significantly informs crop management
decisions.

For in-field measurements, we use drone imaging (see
Figure 1 and ground-based imaging with standard RGB
cameras (digital SLR). Our ripening assessment framework
uses cranberry image segmentation to evaluate albedo vari-
ation over time to compare cranberry varieties. We conduct
this albedo analysis on two spatial scales: broad area (bog-
wide) and on the individual berry level. Ripening rates vary
among cranberry varieties, and ones that ripen early are at
the greatest risk. While surveying ripening rates over an
entire bog can provide ripening statistics over the group,
the appearance changes of an individual berry allows for
a more detailed assessment of traits and variations of the
berry ripening patterns.

In prior work (4; 6), neural networks for segmentation
have been used for yield estimation through counting. In
our work, we use these cranberry-tuned segmentation net-
works for bog-wide albedo analysis. For the individual
berry analysis, we use recent foundation model segmenta-
tion networks (SAM (39)) to isolate individual berries over
time to find temporal patterns in cranberry albedo across
varieties. The foundation models are useful when point-

Figure 3. Example of breeding plots (drone view) that are typically
evaluated manually. Planting design permits approx 3500 plots/ha,
and this entire block is approximately 2 ha. Convenient quantita-
tive evaluation can be supported by our vision-based ripening as-
sessment framework. Location removed for blind review.

click prompts can be given for individual berries, while
the cranberry-tuned methods are useful for large areas/bogs
since they require no point-click prompts. Without point-
click prompts, SAM-based segmentation segments both
cranberries and leaves as shown in Figure 2.

Using the framework of imaging, photometric calibra-
tion, and cranberry segmentation, and albedo analysis for
estimation a ripening metric: we present a ripening com-
parison of four cranberry varieties over a two month span
and show clear timelines of albedo change indicating when
each variety becomes at great risk for overheating.

1.1. Impact for Crop Breeding

Screening for the heritability of novel genotypes re-
quires high through-put phenotyping (HTP) methods to dis-
cover desirable genetic traits (8; 14). In crop breeding,
there may be hundreds to thousands of progeny/offspring
to evaluate, and HTP methods make this evaluation practi-
cal. Computer vision algorithms for segmentation and cal-
ibrated albedo measurements enable quantitative compar-
isons. The methodology we present in this paper fits those
requirements well, and HTP is an application domain for
this work.

The rate of color development is a crop trait that can af-
fect the quality of cranberries at harvest. For consumer ap-
peal, the timing and uniformity of ripening is critical, i.e.
asynchronous ripening is a problem. For breeding, unifor-
mity is desirable so HTP is used to look at multiple geno-
types. For example, our related current work (unpublished)
evaluates 300-400 genotypes planted in small plots (e.g. 3.3
sq.\m.) where a ripening evaluation is done out-of-field and
only a few times (1-2) per season depending on time and la-
bor. To illustrate the scale of these studies, consider that
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(b) Stevens

Figure 4. Drone images from multi-temporal drone-scout imaging. Weekly inspection of multiple cranberry bogs over the late
July/September growing season for four varieties (Mullica Queen, Stevens, Crimson Queen, Haines). (Left to Right) Imaging Dates

for 2022: 7/27, 8/2, 8/16, 8/25, 8/31, 9/9.

they include 0.5 acre plots with 350 individual small plots
and 0.2 hectare (ha) plots with 7000 individual plots (see
drone image shown in Figure 3).

2. Related Work
2.1. Precision Agriculture

Precision agriculture is revolutionizing farming and
challenging traditional methods. Future farms will integrate
multiple technical advances such as soil sensors (2), plant
wearables (50), drone aerodynamics (38), and remote sens-
ing (43). Advances in machine learning and Al have been
particularly impactful, enabling significant breakthroughs
in agricultural applications in recent years (9; 28; 42; 49).
Computer vision is capable of giving real time, high fidelity
feedback to farmers about yield estimation (1 1; 18; 34; 45),
phenotype identification (23; 24; 25), and crop health as-
sessment (3; 13; 19) while also being useful for larger scale
applications like farm automation (17).

2.2. Albedo Characterization over Time

As cranberries ripen, their risk of spoilage increases due
to overheating (35) caused by a decrease in evapotranspira-
tion. This ripening corresponds with visual changes in the
berry albedo, which allows us to use albedo characteriza-
tion over time to predict when a cranberry bog is most at
risk. This same phenomena is also found in apples (37) and
grapes (44). Ripening patterns can also indicate the pres-
ence of viruses as occurs in wine grapes (7; 10). Despite the
importance of quantifying color development, automated
methods for albedo characterization have received limited
attention in the literature. Most existing studies of ripening,
do out-of-field measurements that rely on harvested berries
for evaluating ripening (20; 47). These methods are time-
consuming and do not scale to large evaluations or real-time
assessments. The framework of this paper is an important
step for using computer vision methods (foundation mod-
els, deep learning networks, and classic vision methods) as
a tool in agriculture.
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Figure 5. Ground-based imaging (hand-held DSLR camera) of the
same region in a cranberry bog was done over 27 sessions (almost
daily during the growing season) to show the appearance of in-
dividual cranberries over time. The semi-permanent PVC frame
enabled identification of the imaged region over time.

3. Methods
3.1. Cranberry Bog Drone Imaging

We introduce CRAID-4, a new dataset from bog moni-
toring with drones. We combine the CRAID-1 dataset (4)
with our new drone-based cranberry bog images that we
call CRAID-4. In this work, the term CRAID+ dataset
refers to the combination of CRAID-1 and CRAID-4. In
total, this dataset contains four different cranberry varieties
over seven bogs. The cranberry variety names are Mullica
Queen, Stevens, Haines, and Crimson Queen. The images
include three beds of Mullica Queen, one bed of Stevens,
two beds of Haines, and one bed of Crimson Queen cran-
berries, as shown in Figure 4. The images were taken by
drone in weekly increments between the months of July and
September. We calibrate each drone image and crop each
into 72, non-overlapping 456 x 608 sub-images used for
training the cranberry segmentation network (6). A selec-
tion of 220 crops representative of the diverse berry appear-
ances in the entire growing season were manually labelled
with point-wise annotations for all berries in the image.
This data was combined with the labeled dataset of 2368
images from (4) to create a new training dataset comprised
of 2588 total images. We train on this combined dataset
of 2588 images (CRAID+). The resulting segmentation is
high quality (visually assessed) and requires no point-clicks
after training.

3.2. Individual Cranberry Imaging

For single berry tracking, our goal is to image the same
berry over a time sequence to characterize ripening and ap-
pearance in a more precise manner. To this end, in ad-
dition to drone imaging, we manually captured the same
12 x 12 region of the cranberry bog for 27 days sampled

Figure 6. Images for photometric calibration. The drone imaging
protocol includes images of the Macbeth card over multiple days.
Although the same camera is used for imaging, camera parameters
change. Notice slight variations in card appearance from different
days, which we remove through photometric calibration.

between August 7th, 2023 to September 22nd, 2023. A
semi-permanent fiducial marker was constructed as a square
of PVC pipes (see Figure 5) to denote the area for image
capture. The images (of size 1361x907) of this region over
time are registered using SIFT (20), specifically the FLANN
based feature matcher with 20 trees and 200 checks (31).
We align each image in this time series to the first image of
the sequence using a homography estimated with RANSAC
(16). To derive the cranberry segmentations, we use SAM
2 (39) where point clicks are passed into this SAM model’s
image predictor class. These point clicks are necessary for
this task, instead of using the automatic mask generation, to
avoid segmentation of crop leaves and shaded regions (see
Figure 2). Using this approach we obtain the first time-lapse
cranberry imaging series, key for computing ripening met-
rics for crop assessment and variety comparisons.

3.3. Photometric Calibration

The images in CRAID-4 were first photometrically cal-
ibrated using the Macbeth Color Checker card (shown in
Figure 6) and a well-established approach of estimating the
optimal radiometric correction using measurements of the
card under uniform illumination (1; 12; 22). Radiometric
or photometric calibration is needed to account for the ef-
fects of the changing camera parameters and sun angle be-
tween imaging sessions. For an invariant albedo measure-
ment, raw pixel values from images are insufficient since
they depend on camera parameters and environment condi-
tions. Reference images of the card were taken from every
bog for each day of data collection using the drone cam-
era. For each reference image we extracted intensity values
for the 6 grey scale squares on the Macbeth Color Checker.
The measured values were used to find a linear transforma-
tion to recover the radiometric correction parameters, and
the images were corrected accordingly.

3.4. Bog Albedo Analysis

The industry standard for ripeness defines five classes of
cranberries based on albedo (40). These distinct stages of
ripeness are hand-defined by field experts from the periodic
collections of the cranberries throughout the season (40).
We use a similar approach for classifying albedo change
in the CRAID data, but opt for using in-the-field images
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of the cranberries in the bog instead. In the visual analy-
sis of cranberry images, each class is defined by k-means
clustering the RGB pixel values of a collection of randomly
sampled cranberry detections sampled over the entirety of
the growing season (k=5). We then map those clusters to
the 5 “common classes”, spanning from green to red, that
best align with the industry standard. This human-in-the-
loop mapping combines domain knowledge of the industry-
standard classes with the automated clustering results.
Once the classes have been determined, we match each
berry to its corresponding color class by matching each
pixel belonging to a single berry to its closest color cluster.
The cluster belonging to the majority of the pixel values is
chosen as the label for the berry. We repeat this process for
each cranberry and count the number of detections in each
image. The change in class density is plotted, as in Fig-
ure 7, and clearly shows patterns in the cranberry albedo.
From the progression of these plots, we also pinpoint when
each cranberry variety becomes most at risk of overheating.

3.5. Individual Berry Albedo Analysis

Fourteen individual berries from one bog were tracked
over a time series consisting of 27 time points (over 6
weeks). Once the individual berries were tracked using
alignment and segmentation, as described in Section 3.2, vi-
sual features were extracted from each individual berry im-
age. We employ and compare the feature vector quality of
four different off-the-shelf feature extractors: DinoV2 Gi-
ant (32), Google ViT (Vision Tranformer) Huge (15), SAM
2 Hiera Huge (39), and Laion CLIP Big G ' (41). The re-
sulting features vectors are projected to a 2D manifold us-
ing UMAP (29) (as shown in Figure 8) with the cranberry
images rendered at their UMAP locations. Figure 9 shows
the ViT features projected in UMAP since this feature is
selected for the ripeness metric, and an individual berry’s
trajectory over time is shown. This projection provides an
interpretable representation useful for growers and plant bi-
ologists. Knowing where the crop currently resides in this
manifold in real-time allows for expedient decision-making
that can increase crop yield and overall health.

4. Results
4.1. Broad Area (Bog) Ripening Metrics

The cranberry segmentation network has a mean inter-
section over union (mIOU) of 62.54% and a mean absolute
error (MAE) of 13.46 as reported in (5). Training on the
larger CRAID+ dataset produces smaller predicted cran-
berry blobs than training on only the 2022 season data in
CRAID-4. This may be due to a scale mismatch between
the datasets. The CRAID-1 dataset contained images of
cranberries taken by drone from a higher elevation than

limplementations from https://huggingface.co/

Ripeness Ratio
Bog\ 8/2 \ 8/16 \ 8/25 \ 8/31 \ 9/9 \9/14

A5 | 0.007 | 0.082 | 0.331 | 0.497 | 0.902 1
I15 | 0.001 | 0.108 | 0.167 | 0.409 | 0.874
J12 | 0.002 | 0.088 | 0.419 | 0.609 | 0.968
K4 | 0.012 | 0.151 | 0.339 | 0.433 | 0.872
A4 | 0.127 | 0.453 | 0.926 | 1.118 | 0.808
B7 | 0.035 | 0.217 | 0.622 | 0.798 | 1.119
I3 | 0.010 | 0.079 | 0.347 | 0.678 | 1.121

—_ e = = =

Table 1. Ripeness ratio for each bog of cranberries over time. We
define the ripeness ratio for a bog of cranberries to be the percent-
age of red berries at the current time over the percentage of red
berries on the final collection date. Bog key indicates the follow-
ing cranberry types: A5 Mullica Queen, IS Mullica Queen, J12
Mullica Queen, K4 Stevens, A4 Crimson Queen, B7 Haines, 13
Haines.

in the CRAID-4 data. Another deficiency of the model
trained on the CRAID+ data is that it misses detections
of greener berries. Because the CRAID-1 dataset contains
mostly red berries, it is unable to make the color invariant
predictions necessary to accurately segment green berries in
the CRAID-4 dataset. For this reason, we use the segmen-
tation network trained on CRAID-4 for our albedo charac-
terization.

Once the berries are successfully segmented, their con-
stituent pixels are matched to the closest color cluster, and
each berry is labeled with the cluster that appears most fre-
quently. We compute the classes of all the berries and plot
the percentage of berries in each class for a particular col-
lection date and bog in Figure 7. The top three rows are the
Mullica Queen variety. The next row is the Stevens vari-
ety followed by the Crimson Queen variety. The final two
rows are the Haines variety. Each column of graphs is made
from berries imaged on a specific day. From left to right,
the columns were imaged on the following dates: 8/2, 8/16,
8/25, 8/31, 9/9, and 9/14; the ripening weeks for cranberry
bogs. As the berries redden, the cranberry bog enters the
high risk category and the the ripeness ratio, as shown in
Table 1, can be used to determine a ripeness threshold (e.g.
approximately 0.6) as an indicator. This ripeness ratio is
measured as the percentage of red berries (class 4 and 5) on
a collection date divided by the percentage of red berries on
the final collection date.

The Mullica Queen variety has a relatively low risk of
overheating based on its albedo class distribution for the
first four collection dates. On the fifth collection date of
9/9, the number of red berries significantly increases, indi-
cating that the berries’ overheating risk is now high. This
pattern is observed with slight variations over all three Mul-
lica Queen cranberry beds. The Stevens variety has a major-
ity of green berries for a significant portion of the collection
period. However, by 9/9 it begins to cross over into the cat-
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Figure 7. Plots comparing albedo over time for four cranberry varieties. Histograms of pixels in the five main color classes are shown. The
four varieties are: Mullica Queen (top three rows), Stevens, Crimson Queen, and Haines (bottom two rows). Residual green pixels at the
later dates are artifacts due to some misclassifications of background leaf pixels.

egory for a high risk of overheating. fastest. The next fastest ripening cranberry variety is Crim-

The Crimson Queen variety crosses into the high risk son Queen, followed by Mullica Queen. The Stevens va-
category by 8/25. (Green albedo values in the late-season riety is the slowest to ripen. These dates indicate a rough
graphs are an artifact due to mis-classification of some leaf timeline indicating when cranberry farmers will need to
pixels as berries.) The Haines variety crosses into the high monitor their crop more closely. These dates also serve as
risk category on 8/25 (in the sixth row) or on 8/31 (in the markers for when to focus more heavily on crop irrigation
seventh row). to mitigate overheating concerns.

From Figure 7, we see that the Haines variety ripens the
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Figure 8. We use four different off-the-shelf feature extractors: Laion CLIP Big G (41), SAM 2 Hiera Huge (39), Google Vit Huge
(15), and DinoV2 Giant (32). Fourteen individual berries were imaged for 27 time points and the images were aligned and segmented.
Feature extraction of the berry images using these four feature extractors. The resulting features vectors are projected to an interpretable
representation using UMAP resulting in the embeddings illustrated here. (All 14 x 27 berry images are shown here at their corresponding
UMAP coordinate). ViT features led to the most useful 2D embedding, showing ripeness progression in a well-distributed path close to a
line.

(b) @

Figure 9. (a) Segmented cranberry images projected to a 2D manifold using UMAP on ViT features. Berry images are shown in the
location of the projected UMAP features. (b) An individual berry tracked over 27 timepoints (from 6 weeks) and projected to the learned
2D appearance manifold revealing its ripening path.
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Figure 10. Ripeness measure for fourteen individual berries tracked and image over the growing season (27 measurements over 6 weeks).
The ripeness ratio is the result of our multi-step framework consisting of: imaging, alignment, segmentation, ViT feature extraction,

manifold projection.

4.2. Individual Berry Ripening Metrics

For individual berries, we follow the steps described in
Sections 3.2 and 3.5. When comparing the four feature ex-
tractors shown in Figure 8, we see that ViT features led to
the most useful 2D embedding showing ripeness progres-
sion in a well-distributed path close to a line. The other fea-
ture embeddings show a less clear progression from green to
red, making them less easily interpretable. A ripeness met-
ric is directly obtained by fitting the ViIT-UMAP coordinates
to a line and mapping initial values to zero ripeness and final
values to unity. Plots of the ripeness values for the fourteen
tracked individual berries are shown in Figure 10. These
plots show the quantification of individual berry ripeness
over time, and statistics of these ripeness metrics (e.g. mean
and variance) over the bog show patterns for the cranberry
variety.

5. Conclusion and Discussion

We develop an Agtech framework for evaluating cran-
berry ripening patterns over multiple bogs using time-series
imaging (both aerial and ground-based). We show the ef-
fectiveness of using foundation models for combined with

medium scale segmentation models tuned for cranberry seg-
mentation. Classic computer vision methods for image
registration (SIFT and homography estimation) are applied
for aligning the time-series images. Classic computer vi-
sion methods for basic radiometric/photometric calibration
using gray-card measurements are also part of the work-
flow. This framework characterizes color development over
time for cranberries and provides key insight into berry
overheating risk and crop health. We create a timeline of
albedo change that gives farmers the tools to make more in-
formed irrigation choices to prevent crop rot and conserve
resources. The resulting temporal signatures give important
predictive power to the growers enabling choices among
cranberry crop varieties and implications of those choices
in best agriculture practices. The methodology can be auto-
mated for large scale crop evaluation to support new meth-
ods of high throughput phenotyping.
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