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Abstract

This paper studies semi-supervised learning of video
action detection (VAD), which assumes that only a small
portion of training videos are labeled and the others re-
main unlabeled. The existing semi-supervised methods for
VAD mainly focus on leveraging spatial context of unla-
beled video, lacking its exploration of temporal context.
To resolve this, we present a novel semi-supervised learn-
ing framework that effectively incorporates spatio-temporal
context during training. We first introduce a new aug-
mentation strategy called temporal cross-view augmenta-
tion to achieve robust representation across clips depicting
the same action but not aligned on the time axis. We also
propose a new context fusion method called global-local
context fusion that effectively utilizes the spatio-temporal
context of videos to enhances the features of each frame
by incorporating those of other frames within a clip; this
method aids in actively leveraging spatio-temporal context
of video, leading to significant performance improvement.
Our framework was evaluated on UCF101-24 and JHMDB-
21, where it outperformed all existing methods in every
evaluation setting.

1. Introduction

Video action detection (VAD), the task of localizing ac-
tors in space-time and classifying his/her action at once,
plays crucial roles in a wide range of applications such
as video surveillance [8, 36, 39], human-computer interac-
tion [11, 38] and healthcare [12, 19, 44]. Recent advances
in VAD have been attributed to supervised learning of deep
neural networks [4,9,17,18,22,33,41,42,46,53,58,68,70]
on large-scale datasets [14, 21, 57]. However, collecting
such labeled videos demands manual frame-wise annota-
tion, which is prohibitively costly and thus often leads to
training data lacking in both class diversity and quantity.
To resolve this issue, we study semi-supervised learning for
VAD, in which we suppose that only a subset of training
videos are assigned manual labels while the others remain
unlabeled. Also, following the convention of the previous
work [25, 72], we assume that each annotated video is as-

signed both a video-level action class label and a frame-
level localization label.

At the core of semi-supervised learning lies the way of
using unlabeled data effectively for training. To this end,
semi-supervised learning methods for image understanding
models have generally employed consistency regulariza-
tion [10,24,40,54] and contrastive learning [1,28,29,73,74].
Specifically, consistency regularization forces a model to
produce consistent predictions when it encounters different
views of the same inputs, even if the inputs are perturbed
or augmented, while contrastive learning encourages unla-
beled data of the same pseudo label to be close to each other
in an embedding space. Although these techniques have
proven effective, they are not optimal for semi-supervised
learning in video since they primarily focus on learning in
an image domain and, when directly applied to a video, do
not actively leverage temporal information.

For semi-supervised learning in video, it is crucial to
incorporate spatio-temporal context effectively. However,
prior arts for semi-supervised VAD [25,72] have been lack-
ing in its exploration of temporal context during training;
they utilize spatial context only, applying consistency regu-
larization between two differently augmented clips sharing
the same timestamp.1 This approach leads to inconsistent
representations across different clips depicting the same ac-
tion but not aligned temporally, where the action occurs at
disparate time intervals or manifests in different ways, re-
sulting in diminished performance.

To address this issue and incorporate the temporal con-
text into the spatial one, we present a novel framework for
semi-supervised VAD, which is illustrated in Fig. 1. Our
framework introduces a new augmentation strategy, dubbed
temporal cross-view augmentation, to achieve robust fea-
ture representation across clips characterizing the same ac-
tion but not aligned in the temporal domain. The proposed
strategy first samples two clips from the same video so
that they have different timestamps but share a subset of
frames, and then performs consistency regularization on the
shared frames. Furthermore, we deploy contrastive learning
to those clips to further utilize frames not shared between
the clips. Along with consistency regularization applied to

1The term ‘timestamp’ refers to the start and end times of a video.
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Figure 1. Our semi-supervised learning framework incorporates temporal cross-view augmentation and global-local context fusion. We
first sample two clips Xa and Xb from the Video X so that they have different timestamps with shared frames. Each clip is fed into the
student and teacher networks, yielding their action predictions and pixel-wise feature embeddings at the same time, respectively. Next,
we apply global-local context fusion to the feature embeddings of the teacher and perform spatio-temporal consistency and contrastive
learning with those of the teacher and raw feature embeddings from the student. Shared frames are highlighted with coloured boundaries
in magenta.

two differently augmented versions of an unlabeled video
that share the same timestamp in a frame-by-frame manner
for the spatial domain, this strategy improves the model’s
performance thanks to its feature representation robust to
spatio-temporal variations.

Moreover, we propose a new context fusion method,
called global-local context fusion, that utilizes the spatio-
temporal context of video for learning with unlabeled
videos effectively. Based on the observation that different
frames in a video exhibit distinct spatio-temporal informa-
tion that complements each other [30, 37, 49, 61], our con-
text fusion method enhances latent features of each frame
by incorporating those of other frames within a clip. The
basic idea is to extract the latent features of different frames
within the same clip, combining them to capture a more
global perspective, and fusing the global context with the
features of each frame. In this fusion process, we aggre-
gate and propagate information along the temporal axis in
a time-ordered manner as the temporal evolution of a video
provides key cues for understanding its content. This en-
ables to integration of the global context with the local fea-
tures of each frame.

Our method was evaluated on two public benchmarks,
UCF101-24 [57] and JHMDB-21 [21], where it achieved
the state-of-the-art performance on all the two datasets. In
brief, our contribution is three-fold:

• We introduce a novel semi-supervised learning frame-
work for video action detection with the proposed tempo-
ral cross-view augmentation, along with its proper learn-

ing strategy.

• We also propose an effective spatio-temporal context fu-
sion method, global-local context fusion, enabling the
model to enhance the latent features of each frame, re-
sulting in a significant performance improvement.

• Our method achieved the state of the art on two public
benchmarks, UCF101-24 and JHMDB-21, across all ex-
perimental settings.

2. Related Work
Video Action Detection. The task of video action detection
is to localize actors in space-time and classify its action si-
multaneously. Significant developments have been made in
video action detection in recent years [6, 13, 33, 34, 43, 46,
53,62,68,70] due to advancements in deep neural networks.
Early methods [13, 62] introduced a two-stream 2D model
using an RGB frame and optical flow. [22] proposes a de-
tector that takes a sequence of frames as input and outputs
tubelets. [17] exploits 3D convolutional layers to capture
motion characteristics in videos. [68] introduces gradually
updating initial proposals during training. [56] utilizes a re-
current mechanism with ConvLSTM [66] to consider longer
temporal information. Other works [14, 70] incorporate op-
tical flow into a neural network. Most of the listed methods
utilize a proposal-based approach [14,17,68,70], leading to
a complex two-step process, while [9] introduces a simple
end-to-end approach based on capsule routing.
Semi-supervised Learning. Reducing the cost of label-
ing in machine learning through the use of semi-supervised
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learning is an active area of research. Consistency reg-
ularization is widely studied for semi-supervised learn-
ing [2, 20, 54, 59, 67]. It improves model performance by
encouraging the model to make consistent outputs from an
input and its augmented version. Another approach, con-
trastive learning [1, 7, 15, 27, 28, 50], encourages unlabeled
data with the same pseudo label to be close to each other in
an embedding space, showing performance improvement.
Some methods [51, 64] for semi-supervised video action
recognition were also introduced. [51] mainly uses con-
sistency learning between predictions from two differently
sub-sampled clips, while [64] leverages temporal gradients
as another input to further utilize temporal context.
Semi-supervised Video Action Detection. Recently, vari-
ous methods in semi-supervised video action detection have
been introduced. [25] is the first work in the literature that
employs a consistency-based approach in a frame-by-frame
manner. Building upon this method, [72] further investi-
gates consistency in the video background region and pro-
poses background-weakening to reduce false detection on
the background. [52] introduces active learning strategy to
leverage labeled data in a semi-supervised manner, while
[69] utilizes pseudo labels with re-weighting strategy. How-
ever, the listed methods mainly focus on spatial consis-
tency, emphasizing frame-by-frame consistency regulariza-
tion, leaving room for effective utilization of temporal con-
text for video action detection.

3. Proposed Method

On labeled videos, our framework is trained with su-
pervised learning losses for action classification and space-
time localization. For unlabeled videos, we use consistency
regularization and contrastive learning in both spatial and
temporal domains via our temporal cross-view augmenta-
tion and global-local context fusion strategies. Our frame-
work comprises three key components: supervised learn-
ing with labeled data (Section 3.2), spatio-temporal semi-
supervised learning with temporal cross-view augmenta-
tion (Section 3.3), and the global-local context fusion (Sec-
tion 3.4).

3.1. Preliminaries

Let c denote the number of action classes. Given a
video comprising n frames of h × w size, denoted as
X = (v1, . . . , vn), and associated with ground truth Y =
(Y, y), where Y ∈ {0, 1}n×h×w and y ∈ {1, 2, ..., c} rep-
resent the pixel-wise localization map and action class la-
bel for individual frames of the video, our objective is to
train a VAD model with both a small labeled video set
DL = {(Xi, Yi)}Nl

i=1 and a large collection of unlabeled
videos, denoted as DU = {Xj}Nu

j=1, where Nl and Nu de-
notes the number of data in DL and DU , respectively.

3.2. Supervised Learning with Labeled Data

Our model is trained using labeled data with two losses:
an action classification loss and a space-time localization
loss. In line with previous work [9, 26, 72], we employ the
spread loss [9] for action classification and a combination
of the cross-entropy loss and the dice loss for space-time
localization. For an input video X , let a ∈ Rc and P ∈
Rn×h×w represent the action prediction and the space-time
localization map, respectively. The spread loss, denoted as
Lcls, is given by

Lcls =
∑
i ̸=y

max(0, b− (ay − ai))
2, (1)

where b ∈ (0, 1) denotes a margin, ai is the prediction score
for action class i, and ay represents that of ground-truth y.
The space-time localization loss is a combination of two
different losses; the dice loss Ldice and the cross-entropy
loss Lce. The two losses are defined as follows:

Ldice =
1

n

n∑
j=1

(
1−

2×
∑h·w

k=1(Pj,k · Yj,k)∑h·w
k=1 Pj,k +

∑h·w
k=1 Yj,k

)
, (2)

Lce = − 1

n · h · w

n∑
j=1

h·w∑
k=1

(Yj,k log(Pj,k) + (1− Yj,k) log(1− Pj,k)),

(3)

where j represents the frame index, k is an index for each
pixel of a given frame, and Yj,k indicates the ground truth
of k-th pixel in a j-th frame. The total loss of supervised
learning, denoted as Lsup, is the average of aforementioned
supervised losses over all the labeled data in DL, and is
given by

Lsup =
1

|DL|
∑

(X,Y )∈DL

(Lcls + Ldice + Lce). (4)

3.3. Spatio-temporal Semi-supervised Learning

In addition to the supervised learning, our model is also
trained with the unlabeled video set DU by leveraging con-
sistency regularization and contrastive learning in both the
spatial and temporal domains. We utilize the mean teacher
framework [59], which employs two networks: the student
that serves as our main network, and the teacher used to
generate pseudo-supervision. The weights θ̃ of the teacher
are updated through an exponential moving average of the
weights θ of the student, with an update ratio β:

θ̃t = βθ̃t−1 + (1− β)θt. (5)

3.3.1 Semi-supervised Learning on Spatial Domain.

The main idea behind semi-supervised learning in the spa-
tial domain is to utilize the spatial consistency within video
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frames. Let E ∈ Rn×d×h×w and Ẽ ∈ Rn×d×h×w denote
the latent feature embeddings from the student and teacher
networks for an unlabeled video X with an embedding di-
mension of d, respectively. Also, let cos denote the co-
sine similarity function. The frame-wise spatial consistency
loss, Lscon, is then given by

Lscon =
1

n · h · w

n∑
j=1

h·w∑
k=1

{
1− cos(Ẽj,k, Ej,k)

}
, (6)

where Ej,k, Ẽj,k ∈ Rd with the frame index j and an in-
dex for each pixel of a given frame k. Note that the input
fed to the student is augmented differently from that of the
teacher. The spatial consistency learning by Lscon in Eq. (6)
improves performance by encouraging the model to make
consistent embeddings for the same video in a frame-by-
frame manner.

3.3.2 Semi-supervised Learning on Temporal Domain.

In various video understanding tasks including VAD, it is
encouraged that the latent feature embeddings for actors
and background remain consistent across different clips de-
picting the same action for robustness to appearance varia-
tions and improved discrimination between actors and back-
ground in a feature space [60, 65, 75]. However, as will be
discussed in Section 4.3, a model trained solely with spa-
tial consistency struggles to maintain robust consistency be-
tween such clips and exhibits diminished performance on
them as it is trained to achieve consistency of features in the
spatial context, neglecting its context variation in the tem-
poral domain.

To address these challenges and promote robust and con-
sistent video representation learning, we introduce a novel
temporal data augmentation method, temporal cross-view
augmentation. This method begins by sampling two clips
from the same video, ensuring they share some frames but
have different timestamps. Subsequently, consistency reg-
ularization is applied to these shared frames. Let Xa and
Xb represent video clips sampled from the same video,
consisting of n frames, and sharing m frames with each
other (m < n). The temporal consistency loss, denoted
as Ltcon, is given by

Ltcon =
1

m · h · w

m∑
j=1

h·w∑
k=1

{
1− cos(Ẽa

j,k, Eb
j,k)
}
, (7)

where Ẽa and Eb are embedding maps of the shared
frames from Xa and Xb, respectively. In addition to this,
we employ contrastive learning to further utilize unshared
frames more effectively. Let Φi,t

p denote the set of pix-
els corresponded to actors with their action class i at t-
th frame and Φi,t

n denote that of pixels not belonging to

the actors. Also, let u represent a similarity function,
u(ea, eb) = exp(cos(ea, eb)/τ), where τ is a temperature
hyper-parameter. The pixel-wise contrastive loss Lcotr is
then given by

Lcotr = − 1

m · n · c

m∑
j=1

n∑
l=1

c∑
i

1

|Φi,j
p |

∑
k∈Φi,j

p

log
u(Ẽa

j,k, E
b
l,k)

u(Ẽa
j,k, E

b
l,k) +

∑
o∈Φi,l

n
u(Ẽa

j,k, E
b
l,o)

.

(8)

The contrastive loss enhances the performance of the model
by learning feature embedding using both shared and un-
shared frames together. By the temporal consistency learn-
ing with Ltcon in Eq. (7) and Lcotr in Eq. (8), the model is
able to adapt to temporal variations within the same video.

3.3.3 Semi-supervised Action Consistency Learning.

Under the assumption that the model’s action predictions
on different clips depicting the same action should be the
same, the main idea behind action consistency is to utilize
spatio-temporal consistency between those clips. The ob-
jective of the action consistency learning is to enforce the
model to predict the same outcome for (1) clips sampled
from the same video with the same timestamps but aug-
mented differently and (2) clips from the same video with
different timestamps. With the action consistency learning,
the model’s ability of recognizing actions is enhanced along
with aforementioned spatio-temporal consistency learning.
Let Xa and Xb be two clips that hold one of the two condi-
tions above, and ãa and ab be the action predictions for Xa

and Xb by the teacher and student network, respectively.
The action consistency loss, Lacon, is given by

Lacon = (ãa − ab)2. (9)

3.4. Semi-supervised Learning with Global-Local
Context Fusion

Different frames in a video have been known to contain
distinct spatio-temporal information that complements each
other [30,37,49,61]. Motivated by this, we propose a novel
context fusion method, global-local context fusion, to en-
rich features of each frame by utilizing both spatial and
temporal context throughout the video. This method ex-
tracts latent features from different frames within the same
clip, combines them to capture the global context of the clip,
and fusing the global context with the local features of each
frame.

Let vs and vt denote source and target frames, respec-
tively. Also suppose we aim to extract latent features from
vs and fuse them with those of vt. Initially, we aggregate
representative features from the source frame by averag-
ing the features of the actor and those of background re-
gions separately. Let Ej ∈ Rd×h×w be a feature map and
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Figure 2. Process of the global-local context fusion. Through the feature fusion network f , each feature embedding is fused with the
preceding representative actor and background features, which are generated by the feature averaging function g.

Mj ∈ {0, 1}h×w be a pseudo localization map obtained
from the outputs of the unlabeled video, where 1 indicates
the regions the action occurs. Let us define an averaging
function g by

g(Ej ,Mj) =

∑h·w
k=1 Mj,k · Ej,k∑h·w

k=1 Mj,k

. (10)

The representative actor and background features of vs are
then computed as follows: Ep

s = g(Es,Ms) and En
s =

g(Es,¬Ms), where Es denotes the latent features of vs and
Ms ∈ {0, 1}h×w denotes a pseudo localization map from
the source frame. Next, we propagate the aggregated fea-
tures, Ep

s and En
s , from the source frame vs to the target

frame vt. Let Et and Mt be a feature embedding and pseudo
localization map of the target frame vt, respectively. Then
the fused feature of the target frame is given by

E
′

t,k =

f(Ep
s ⊕ Et,k) if Mt,k = 1,

f(En
s ⊕ Et,k) otherwise,

(11)

where ⊕ represents channel-wise matrix concatenation and
f is a simple feature fusion network that takes input in R2d

and returns the output in Rd.
Now suppose we are given a sequence of k

frames (v1, v2, ..., vk) and our goal is to enhance fea-
tures of all the frames via the iterative global-local context
fusion process from v1 to vk. Specifically, the fusion
process begins by operating on the first two frames, v1 and
v2, which represent source and target frames, respectively,
and continues by iteratively applying the context fusion
on the next consecutive frame pair (v2 and v3, and so
on) till the last frame pair (vk−1, vk). Note that at each
iteration, the target frame vt and its fused feature E

′

t from
the previous iteration now become the source frame vs
and its feature embedding Es for the next iteration. This
process is depicted in Fig. 2.

Yet regarding this fusion process, we should carefully
address the following consideration: How do we select a
suitable sequence of frames for the process? It is infeasible

to identify the optimal sequence out of all possible candi-
dates due to a prohibitively large number of such sequences
and expensive post-hoc evaluation. Hence, we consider all
possible sequences complying certain conditions and refer
to each of these sequences as a path, which then repre-
sents a sequential fusion process. This strategy allows to
handle uncertainty inherent in the sequence selection for
the fusion process, like sequential model averaging tech-
niques [16, 55]. Let r be the number of frames within a
sequence that comprises a single path, and j an index for
the last target frame of the fusion process. Then, the set of
all possible paths Ωj to the frame vj is defined by

Ωj =

n⋃
r=2

{
p| p = [vk1 , ..., vkr ],

(1 ≤ k1 < ... < kr = j) ∨ (n ≥ k1 > ... > kr = j)
}
,

(12)

where p denotes a single path in the form of a list, and it
consists of frames sorted in a monotonic increasing or de-
creasing order on the time axis. Then we randomly sample
s paths from Ωj per last target frame to achieve temporal
drop-out regularization with computation efficiency. Note
that the time complexity of the context fusion is O(ns|p|),
and |p| is empirically lower than n (i.e., |p| < n).

Finally, for the last target frame vj , the global-local con-
text fusion is performed for each path of Ωj to obtain a fused
feature embedding of the target frame, and the final fused
feature embedding is obtained by averaging all the fused
feature embeddings from every path. Note that we apply the
context fusion to the feature embeddings of the teacher net-
work and then perform the proposed spatio-temporal con-
sistency and contrastive learning with those of the teacher
network and raw feature embeddings from the student net-
work.

The overall semi-supervised learning loss, Lsemi, is com-
puted as the average of the aforementioned losses over all
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the unlabeled data in DU and is given by:

Lsemi =
1

|DU |
∑

X∈DU

(Lscon + Ltcon + Lcotr + Lacon). (13)

The final objective is a combination of Lsup and Lsemi, and
is given by

Ltotal = Lsup + λ · Lsemi, (14)

where λ ∈ (0, 1] is a Gaussian ramp-up constant [31],
which gradually increases as the training progresses.

4. Experiments
4.1. Implementation Details

Datasets. We conducted experiments on two datasets,
UCF101-24 [57] and JHMDB-21 [21]. UCF101-24 com-
prises videos of 24 action classes, where about 78% of the
videos are untrimmed. It presents 2,284 videos for training
and 923 for testing. Meanwhile, JHMDB-21 consists of all
trimmed videos of 21 action classes; 660 videos are used
for training and the other 268 videos are kept for testing.
For training on both UCF101-24 and JHMDB-21, we use a
frame resolution of 224 × 224. The number of frames per
clip, n, is set to 8 with a temporal skip rate of 2. For a fair
comparison with previous work, we split the training set of
UCF101-24 and JHMDB-21 into labeled and unlabeled sets
with a ratio of 30% and 20%, respectively, following [25].
Network architecture. In line with [25,72] for UCF101-24
and JHMDB-21, we utilize VideoCapsuleNet [9] with I3D
backbone [5] as our VAD network. We replace 3D rout-
ing with 2D routing [45], leading to improved efficiency in
terms of memory usage and training speed. The backbone
is pre-trained on Kinetics [23] and Charades [48] dataset.
We employ an additional module for feature embeddings,
implemented with a single 3D convolutional layer. The fea-
ture fusion network f used in Eq. (11) consists of Conv2D-
BN-ReLU-Conv2D modules in sequence.
Data augmentation. We employ data augmentation meth-
ods to enhance traning within our framework, such as Gaus-
sian blurring, color-jittering, grayscaling, and horizontal
flipping.
Optimizer. We use AdamW [35] with learning rate 5e-5
and weight decay 1e-6.
Hyper-parameters. For labeled data, the mini-batch size is
8, while it is 2 for unlabeled data on both UCF101-24 and
JHMDB-21 datasets. The margin value in Eq.(1) is set to
0.2, following [25]. The update ratio β is set to 0.995. The
temperature value τ for Lcotr is set to 0.1. The number of
shared frames in Section 3.3.2, m, is set to 4. The number
of sampled paths for each target frame denoted as s, is set to
3. The Gaussian ramp-up constant in Eq. (14) is calculated
as min(exp(−0.05 × (100 − t)), 1), where t is a current

Method Net.
UCF101-24 JHMDB-21

f-mAP v-mAP f-mAP v-mAP
0.5 0.2 0.5 0.5 0.2 0.5

Pseudo-label† [32] VDCap. 64.9 93.0 65.6 57.4 90.1 57.4
MixMatch† [3] VDCap. 20.2 60.2 13.8 7.5 46.2 5.8
Co-SSD(CC)† [20] VDCap. 65.3 93.7 67.5 60.7 94.3 58.5
Kumar et al.‡ [25] VDCap. 71.5 96.5 73.5 65.9 97.2 68.0
BWCC† [72] VDCap. 71.9 95.3 73.7 66.3 94.8 68.1

Ours VDCap. 80.0 97.1 82.5 81.8 98.5 83.3

Full VDCap. 82.6 98.1 83.3 85.8 99.5 84.9

Table 1. Comparisons with semi-supervised methods using
various thresholds for f-mAP and v-mAP on UCF101-24 and
JHMDB-21 test sets. Note that action prediction was not con-
sidered in this evaluation. † denotes performances obtained
from [25, 72]. ‡ denotes a re-implemented method.

Method Net.
UCF101-24 JHMDB-21

f-mAP v-mAP f-mAP v-mAP
0.5 0.2 0.5 0.5 0.2 0.5

Kumar et al.‡ [25] VDCap. 58.3 80.7 61.3 27.7 37.9 29.6

Ours VDCap. 68.8 83.5 71.5 34.9 38.2 35.3

Full VDCap. 72.0 86.1 73.3 47.1 48.1 42.7

Table 2. Comparisons with the semi-supervised method of [25] us-
ing various thresholds for f-mAP and v-mAP on UCF101-24 and
JHMDB-21 test sets. Note that action prediction was considered
in this evaluation. ‡ denotes a re-implemented method.

epoch. More details about hyper-parameters are found in
the Supplement Materials.
Evaluation metric. We calculate spatial IoU for each frame
to determine frame average precision and compute spatio-
temporal IoU per video for video average precision. We
then average these scores to obtain f-mAP and v-mAP over
various thresholds. In our evaluation, a correct prediction
requires matching both the predicted action label and ac-
tion localization maps with the ground truth. Some previ-
ous work [25, 72] did not include the predicted action label
in their evaluation. We will report both metrics with and
without the action label.

4.2. Results

Comparison with the state-of-the-art without the action
label. We compare our method to state-of-the-art semi-
supervised VAD [3, 20, 25, 32, 72] and the result of training
in a fully supervised manner (notated as Full). We con-
ducted experiments on UCF101-24 and JHMDB-21. We
abbreviate VideoCapsuleNet [9], the base model for all
listed semi-supervised methods, as VDCap, for brevity.
Results without the action label are reported in Table 1,
demonstrating that our method achieves state-of-the-art per-
formance for all evaluation settings. For UCF101-24, our
method shows significant performance improvement over
previous methods, achieving 97.1 and 82.5 in v-mAP@0.2
and v-mAP@0.5, respectively. Similarly, for JHMDB-21,
our method surpasses all previous work by a large margin,
showing 98.5 and 83.3 in the threshold of v-mAP@0.2 and

852



ID Lsup Lscon Ltcon Lcotr Lacon GLF
UCF101-24 JHMDB-21

f-mAP v-mAP f-mAP v-mAP
0.2 0.5 0.2 0.5 0.2 0.5 0.2 0.5

I ✓ 90.7 / 75.5 67.4 / 57.6 95.3 / 79.4 68.5 / 58.2 87.5 / 35.1 63.5 / 25.9 94.8 / 31.9 64.2 / 28.0
II ✓ ✓ ▲ 90.9 / 77.7 77.6 / 66.4 96.5 / 79.9 79.6 / 68.6 95.6 / 36.2 74.1 / 31.7 98.0 / 36.6 77.3 / 32.3
III ✓ ✓ ✓ ▲ 91.7 / 78.3 79.5 / 68.0 96.8 / 82.9 80.9 / 70.3 96.0 / 37.5 79.8 / 33.1 98.2 / 37.7 80.5 / 32.7
IV ✓ ✓ ▲ ✓ 91.1 / 78.4 77.9 / 67.2 96.7 / 81.3 80.2 / 69.2 95.9 / 36.5 78.8 / 32.6 98.1 / 36.8 80.2 / 32.9
V ✓ ✓ ✓ ▲ ✓ 92.4 / 79.6 79.5 / 68.5 97.0 / 83.3 82.1 / 70.8 96.8 / 37.9 81.7 / 34.0 98.3 / 38.1 82.0 / 34.8
VI ✓ ✓ ▲ 90.8 / 77.3 77.2 / 66.6 96.8 / 80.5 78.4 / 66.5 95.3 / 35.7 73.2 / 31.7 97.8 / 36.8 76.0 / 31.9
VII ✓ ✓ ✓ ✓ 91.0 / 78.2 77.6 / 66.7 96.8 / 81.5 80.0 / 68.8 95.8 / 36.4 75.8 / 32.8 98.4 / 37.0 78.9 / 32.7
VIII ✓ ✓ ✓ ✓ ✓ 92.3 / 79.1 79.7 / 68.3 96.9 / 83.0 81.5 / 71.2 96.1 / 38.0 80.8 / 34.0 98.4 / 37.8 82.0 / 32.8
IX ✓ ✓ ▲ ✓ 91.5 / 77.9 77.9 / 68.7 97.0 / 82.0 81.2 / 70.9 96.1 / 36.2 77.7 / 32.8 98.0 / 37.3 80.5 / 33.2
X ✓ ✓ ✓ ✓ ✓ ✓ 92.5 / 79.8 80.0 / 68.8 97.1 / 83.5 82.5 / 71.5 97.0 / 38.2 81.8 / 34.9 98.5 / 38.2 83.3 / 35.3

Table 3. Ablation studies of losses and global-local context fusion (GLF) in Eq. (13) on UCF101-24 and JHMDB-21 test sets. In Lacon,
▲ indicates that the loss function considers the consistency between clips with either the same or different timestamps, but not both.
Performance is reported without the action label, then with the label included (separated by ‘/’).

Figure 3. Qualitative results on test set of UCF101-24 [57] with ours and Kumar et al. [25]

Figure 4. Qualitative results on test set of JHMDB-21 [21] with ours and Kumar et al. [25]

v-mAP@0.5, respectively.
Comparison with the state-of-the-art with the action la-
bel. The results with the action label are shown in Table 2.
Previous work [25, 72] and other reported methods did not
include the action label in their evaluation protocol. To ad-
dress this, we re-implemented [25] as it was the only one
with its official codebase and reported the performance. The
results in Table 2 show that our method consistently outper-
forms the previous methods.
Qualitative analysis. Fig. 3 displays our results on
UCF101-24, while Fig. 4 exhibits those on JHMDB-21.

4.3. Ablation Studies

We conducted ablation studies to investigate the effec-
tiveness of each component of the proposed method. The
experiments were conducted on test sets of UCF101-24 [57]
and JHMDB-21 [21].

Impact on losses and global-local context fusion in
Eq. (13). We investigated the impact of each loss term
and global-local context fusion. The results are show-
cased in Table 3. The experiments I, II and III show
that the effectiveness of the temporal-consistency learn-
ing (Exp. II) compared to the supervised only (Exp. I),
and contrastive learning (Exp. III) improves its performance
based on temporal-consistency learning (Exp. II). For the
global-local context fusion, the experiments II, III, VI and
IV, V, IX show that feature embeddings enhanced by the
context fusion (Exp. IV, V and IX) show the improved per-
formance than those not enhanced (Exp. II, III and VI). Note
that our method achieved comparable performance with the
compared methods by consistency based losses (Lscon and
Ltcon) thanks to our augmentation, training scheduling and
optimization strategies. Finally, the best results are achieved
when all the components are employed.

853



Figure 5. Ablation studies of consistency on the shared frames
from two clips. (left) Averaged cosine similarity of feature em-
beddings on shared frames. (right) Averaged L2-distance of action
localization maps on shared frames.

Figure 6. t-SNE visualization of embedding distributions of
frames shared by overlapping clips Xa and Xb. (a) Result of a
model trained without temporal consistency. (b) Result of a model
trained with temporal consistency.

Figure 7. Grad-CAM [47] visualization of spatial consistency loss
without and with GLF.

Figure 8. Qualitative results on the UCF101-24 test set without
and with GLF.

Robust consistency on shared frames. We noticed that a
model trained only on spatial consistency struggles to main-
tain consistency on shared frames from clips of the same
video. To investigate, we extracted two clips with shared
frames from the same video and conducted an experiment;
we compared a model trained with temporal consistency
losses (Ltcon and Lcotr) in addition to spatial consistency loss
(Lscon) (denoted as ST) against a model trained solely with
spatial consistency loss (Lscon) (denoted as S). For shared
frames, we computed cosine similarity for features and L2-
distance for localization maps. High similarity indicates
consistent features, while low L2-distance suggests consis-
tent localization predictions. Results (see Fig. 5) demon-
strate that the model trained with proposed temporal con-
sistency losses exhibit robust consistency.
Interpretation of the impact of temporal information.

Metric TubeR TubeR + Kumar et al. TubeR + Ours Full

f-mAP@0.5 16.5 18.3 22.5 28.8

Metric STMixer STMixer+ Kumar et al. STMixer + Ours Full

f-mAP@0.5 22.4 23.9 25.7 27.2

Table 4. Additional experiments on AVA, where we compare our
model and Kumar et al. [25] incorporated with TubeR [71] and
STMixer [63], respectively.

We studied the impact of temporal information in tempo-
ral consistency and GLF. For temporal consistency, we first
trained two models, one with and the other without tempo-
ral consistency; we then visualized their embedding distri-
butions for frames shared by two overlapping clips. As in
Fig. 6, the model with temporal consistency showed aligned
embedding distributions despite different temporal contexts
of the clips; this leads to learned representation robust to
temporal variations. We also visualized the impact of GLF
during training through Grad-CAMs [47] of the spatial con-
sistency loss with and without GLF in Fig. 7. The model
with GLF focused its attention more on the actors of inter-
est, reducing false action predictions and enhancing perfor-
mance, as also depicted in Fig. 8.

4.4. Additional experiments on AVA

AVA [14] is a large-scale dataset comprising 299 movies,
each lasting 15 minutes. To showcase the versatility and
superiority of our method, we conducted additional exper-
iments on AVA. Specifically, we compared our model with
Kumar et al. [25], integrating TubeR [71] and STMixer [63]
as a base VAD model in the semi-supervised setting, where
only 10% of the data is labeled. Following the training and
evaluation protocol outlined in TubeR and STMixer, results
in Table 4 demonstrate the effectiveness and generalization
ability of our method.

5. Conclusion
We have presented a new semi-supervised learning

framework for video action detection, incorporating a novel
temporal augmentation strategy and global-local context fu-
sion. To mitigate the discrepancy in feature embeddings
between two clips from the same video and more effec-
tively utilize temporal context during training, we intro-
duce a novel temporal-augmentation method called tempo-
ral cross-view augmentation, along with global-local con-
text fusion. We then train a model with consistency reg-
ularization and contrastive learning using both proposed
components. Our framework substantially improves per-
formance over existing semi-supervised methods for all the
benchmarks.
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