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Abstract

Pluralistic Image Inpainting (PII) offers multiple plausi-
ble solutions for restoring missing parts of images and has
been successfully applied to various applications includ-
ing image editing and object removal. Recently, VOQGAN-
based methods have been proposed and have shown that
they significantly improve the structural integrity in the gen-
erated images. Nevertheless, the state-of-the-art VOQGAN-
based model PUT faces a critical challenge: degradation
of detail quality in output images due to feature quantiza-
tion. Feature quantization restricts the latent space and
causes information loss, which negatively affects the detail
quality essential for image inpainting. To tackle the prob-
lem, we propose the FDM (Feature Dequantization Mod-
ule) specifically designed to restore the detail quality of im-
ages by compensating for the information loss. Further-
more, we develop an efficient training method for FDM
which drastically reduces training costs. We empirically
demonstrate that our method significantly enhances the de-
tail quality of the generated images with negligible train-
ing and inference overheads. The code is available at
https://github.com/hyudsl/FDM

1. Introduction

Pluralistic Image Inpainting (PII), which offers multiple
plausible solutions for missing parts of images, has gained
attention for enhancing user satisfaction in real-world ap-
plications. By providing a variety of candidates, PII not
only increases user engagement but also ensures that the
final results align closely with individual preferences. Con-
sequently, PII has been applied to various real-world tasks,
including image editing [ 2] and object removal [3,28].

Recent studies [24, 30] have demonstrated that sampling
values for masked regions in the codebook can generate
more diverse and well-structured images. ICT [30] sam-
pling the RGB value of the pixel-level codebook (a set of
RGB values) for each masked pixel in the image. However,
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Figure 1. An example of the visible boundary between the gen-
erated area and the masked image caused by feature quantization.
Although the generated area in the center image appears plausible
and realistic, a slight color mismatch at the boundary makes it no-
ticeable when combined with the masked image (on the right).

to reduce the sampling cost, ICT downsamples the input
image, leading to information loss. To address this issue,
PUT [24] encodes each patch into features instead of down-
sampling. PUT samples features from a patch-level code-
book (a set of features) for each masked patch, and the de-
coder reconstructs the output image using a quantized fea-
ture map consisting of the selected features.

However, feature quantization with the codebook still
leads to information loss by restricting the decoder’s input
space to a discrete feature space. This information loss can
degrade the detail quality in output images. In image in-
painting, degraded detail quality may result in mismatches
between the texture and color of the generated area and the
surrounding background. Such inconsistencies can create
noticeable boundaries between the generated area and the
background, causing the final image to appear unnatural.
For instance, while the image in the center of Figure 1 ap-
pears realistic, the image on the right shows clear visibility
of the masked area due to color mismatches when merging
with the background.

To address this problem, we introduce FDM (Feature
Dequantization Module), designed to estimate the gap (er-
ror) between the ideal features and the quantized features.
FDM compensates for this gap by adding the estimated
corrections to the quantized features, significantly improv-
ing the detail quality of the generated images. However,
a straightforward end-to-end training of FDM is infeasible
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due to the iterative codebook sampling in VQGAN. There-
fore, we propose an efficient method to train FDM that re-
duces training costs by over 99% based on our estimation.
Moreover, the inference cost of FDM is negligible, as fea-
ture dequantization is performed only once per input image.

To evaluate the effectiveness of FDM, we conducted
comparative experiments with state-of-the-art PII models.
The results of our experiments indicated that applying FDM
enhances the details and structural consistency while pre-
serving diversity. Furthermore, we applied FDM to various
image generation tasks beyond inpainting. These exper-
iments consistently demonstrated improved performance,
highlighting the effectiveness of FDM across a wide range
of VQGAN-based image generation tasks.

The contributions of this paper are as follows:

* We identify the information loss in the state-of-the-art
pluralistic image inpainting model, PUT.

* We propose the FDM which significantly improves the
detail quality and consistency of the generated images
by compensating for the information loss.

* We develop an efficient training method for FDM
which drastically reduces training costs without sam-
pling procedure.

2. Related Work

Pluralistic image inpainting methods. PII can generate
multiple results for each input, unlike conventional inpaint-
ing methods that typically produce a single result. VAE
[16]-based methods [23, 34] have been proposed to enable
diverse image generation. PIC [34] encodes masked inputs
into a Gaussian distribution, generating diverse images via
latent vector sampling. PD-GAN [23] combines prior in-
painted images and SPADE [25] to enhance diversity, with
latent vector decoding conditioned on deterministic inpaint-
ing results. Recent Transformer-based methods [20, 24, 30]
outperform VAE-based approaches. ICT [30] generates
low-resolution prior image through the Transformer and
then up-samples the prior image using a CNN to generate
the final results. PUT [24] utilizes the VQGAN architec-
ture [5] and effectively generates diverse results by reducing
input information loss through a patch-based encoder. How-
ever, it has limited representational capacity due to the use
of a discrete codebook, which can lead to distorted struc-
tures and color discrepancies. To address this issue, we
propose FDM, which increases the representational capac-
ity through feature dequantization.

Image generation methods with VQGAN. VQGAN,
based on VQ-VAE [29], is a method designed for high-
resolution image generation. While VQGAN and its vari-
ants [1, 10, 11] efficiently generate images using a code-

book, the discrete latent space of the codebook imposes lim-
itations on its representational capacity compared to con-
ventional VAE-based image generation methods which typ-
ically operate in a continuous latent space. Several meth-
ods [18,19,21,32] have been proposed to enhance the rep-
resentational capacity of codebooks in image generation.
The RQ-VAE [18] introduces the use of multiple codes to
represent the latent vector through a residual quantizer. In
contrast to employing multiple codebooks, the RQ-VAE ef-
ficiently enhances representational capacity by utilizing a
single codebook while employing multiple codes. RQ-VAE
needs additional patch sampler for multiple codes. In con-
trast, our proposed method can easily enhance performance
by adding a very small module without altering the over-
all structure. FA-VAE [21] aims to recover missing details
that occur during feature quantization in the frequency do-
main. It achieves this by learning to match the frequency
of the feature map output during the decoding process with
that of the feature map during the encoding process, effec-
tively restoring missing details. In contrast to these previous
methods, we propose FDM to enhance the representational
capacity for pluralistic image inpainting.

3. Proposed Method

Our proposed method aims to enhance the details of in-
painted images using the Feature Dequantization Module
(FDM). We begin with an overview of our method, followed
by a training strategy for FDM, and finally provide the en-
tire training procedure.

3.1. Overview

Let x € RTXWX3 pe an image and m € {0, 1}V
be a binary mask, where H and W represent the height and
width of the image, respectively. The masked image is rep-
resented as x € R >*W>3 where x = x®m and ® denotes
element-wise multiplication. Pixels with a value of 0 in X
will be inpainted. Our goal is to generate diverse images
that contain content similar to the original image x, starting
from the masked image X. An overview of our proposed
inpainting procedure consists of the following four steps as
illustrated in Figure 2: Encoding, feature sampling, feature
dequantization, and decoding. It should be noted that, ex-
cept for Step 3, our approach aligns with PUT [24], and ad-
ditionally removing Step 2 yields a variational auto-encoder
(VAE). We introduce the dequantization (Step 3), to address
the issue of information loss occurred by the patch-wise fea-
ture sampling (Step 2).

Step 1: Encoding. We first partition the masked image x
into 75 X TE non-overlapping patches, each of size r x r. For
each patch, the encoder generates a C'-dimensional feature
vector. The collection of this feature vectors from a feature
map, represented as f e RFV*x7x0, Following [24], we
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Figure 2. An overview of the proposed method. Quantized features are limited to distinct points, represented by green, red, and blue.
However, through the proposed FDM module, dequantization expands the representation to a continuous space.

set the patch size r to 8 and the dimensionality C' to 256.
We provide detailed information about the structure of the
encoder-decoder in the supplementary material.

Step 2: Patch-wise feature sampling. The feature-sampler
takes the encoded feature map f as input and outputs a
quantized feature f,. In this step, the feature vector of
each masked patch is replaced by a vector sampled from
a codebook which is a set of A/ possible feature vectors. To
produce diverse results, each patch is sampled autoregres-
sively using Gibbs sampling from a probability distribution
predicted by a patch-wise feature-sampler. Based on the
learned distribution, the feature-sampler can sample from
among the most suitable /C vectors, where K represents
a hyper-parameter that controls the diversity of sampling.
Since the codebook contains a limited number of possible
latent vectors, the feature-sampler can easily learn distribu-
tion of latent vector in each patch. The masked features are
replaced with features from the codebook, which are sam-
pled by the feature-sampler.

However, the sampling with codebook induces the prob-
lem of feature quantization. The feature map generated by
the feature-sampler is quantized to the codebook’s feature
vectors. Feature quantization restricts the decoder to ac-
cess only limited points, causing information loss. Conse-
quently, this information loss reduces the representational
capability and degrades the detail quality of the output im-
age. In image inpainting, where consistency with the back-
ground is essential, detail degradation can lead to mis-
matched colors and texture with the background, resulting
in lower image quality. While increasing size of the code-
book improves approximation accuracy of the continuous
feature space, it does not completely resolve the issue of
information loss and increases sampling difficulty.

Step 3: Feature dequantization. To address information
loss caused by feature quantization, we introduce a sim-

ple solution called FDM (Feature Dequantization Module)
which involves dequantizing the sampled features.

Quantization error is defined as the difference between
the original continuous feature and its quantized represen-
tation. FDM compensates for the error by adding the es-
timated quantization error to the quantized features. Let
f € R¥*%*C be the ideal continuous feature related to
the quantized feature f,. The quantization error can be rep-
resented as f,. = f — f,. FDM predicts f,. and adds it to f;
to achieve dequantization.

FDM takes f; and the downsampled mask mg €

R7 X% %0 g5 inputs to predict the quantization error:
fge = Fo([fg, ma])

where f'qe is predicted quantization error by the estimation
function Fy. Note that the feature of unmasked patch in f;
is the same as f because the feature-sampler only replaces
the features of masked patches. The estimation function Fy
is a simple network composed of 8 residual blocks [8], each
consisting of a 3x3 convolutional layer followed by a ReLU
activation function and a 1x1 convolutional layer. After the
1x1 convolutional layer, the output is added to the input of
the block and passed through a ReL.U activation function.
Residual blocks were chosen for their ability to learn while
preserving input information, ensuring structural similarity
with quantized features even after dequantization.

The predicted quantization error f,. is added to f, for
dequantization:

fag = 1, +fqe ® (1 —my)

where ® represents the element-wise multiplication op-
eration, and fy, is the predicted dequantized feature. It is
worth noting that the feature dequantization is performed
done only once for an input image. By doing this, we can
minimize the computational overhead. Additionally, FDM
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is applied after all patches have been sampled. It comple-
ments the features of each patch across the entire image,
thereby enhancing the consistency of image.

Step 4: Decoding. The decoder takes the dequantized fea-
ture f;, as input and generates an inpainted image x':

x' = Decoder (£4,)
where the decoder is a convolutional neural network.
3.2. Training the Feature Dequantization Module

The full model training with the reconstruction loss is
a straightforward method to train FDM. However, it incurs
substantial costs particularly due to the iterative sampling.
Thus, we propose an efficient method to train FDM without
the feature-sampler and the decoder to minimize the train-
ing cost. Additionally, this method prevents the potential
catastrophic forgetting that may occur when the decoder is
jointly trained with a randomly initialized FDM, offering
a cost-effective and reliable alternative to the conventional,
more expensive training process.

Quantization error prediction. Recall that FDM pre-
dicts the quantization error f . by the following equation:
f,. = Fo([f;, my]). Thus, we can directly train FDM to
predict the quantization error f,. without the decoder with

the following quantization error prediction loss Lge:
Lge = [fqe — Fo([fg, md])|. )

However, the training with the above loss involve the it-
erative patch-wise feature sampling process to generate f;.
It causes a significant overhead in the training process since
the number of iterations is equal to the number of patches
4. (1024 in our experiments). To avoid the excessive

training cost, we propose a method to train without the
feature-sampler.

Training without the feature-sampler. The main idea to
eliminate the feature-sampler from the training process is to
utilize unmasked images. Firstly, we encode the unmasked
image x using a frozen encoder to obtain the encoded un-
masked feature f/ € R¥ X *C, Then, the feature-sampler
quantizes the feature f’ to obtain f; € R *%*C_ Finally,
the target value f;, is calculated as f’ @ m — f; ® (1 —my).
In other words, we approximate L. in Equation (1) using
this formulation:

Lye ~ |f;. — Fo([f, ma])]

where f;, = f' @ m — f; ® (1 — my).

Given the identical sampling setting used in evaluation,
one training iteration with the patch sampling consumes
around 387 seconds with 16 batches, making training cum-
bersome. Our modification reduces the training time to ap-
proximately 2.1 second per iteration, making FDM train-
ing 184 times faster compared to the training with patch-
sampling method.

Inpainting procedure
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Figure 3. An overview of the training procedure.

3.3. Training Procedure

Figure 3 shows the entire training procedure of our pro-
posed method. First, we train the encoder-decoder and the
feature-sampler as in [24]. Next, we train FDM as presented
in 3.2. Finally, we jointly fine-tune FDM and the decoder.

Phase 1: Training the base model. We train the base
model PUT which consists of encoder-decoder and a patch-
wise feature-sampler. To train the encoder-decoder, we em-
ploy the image reconstruction loss L,... between the target
image and the reconstructed image. It is a weighted sum
of L1 loss L1, gradient loss L¢, adversarial loss [7] £ 4,
perceptual loss [13] Lp, and style loss [6] Lg:

Lree = L1 +FAagLag +AaLA+ApLp +AsLs. (2)

We set \¢ = 5, Aa = 0.1, A\p = 0.1 and A\g = 250
following [24]. For training the feature-sampler, we utilize
the code classification loss L.,q.. This loss measures the
cross-entropy between the predicted code class probability
of each patch and the target code class, where the code class
indicates the latent vector of the codebook.

In phase 1, the encoder-decoder is initially trained us-
ing L. for image reconstruction. Then, with the encoder
frozen, the feature-sampler is trained using L..qe to learn
the distribution of latent vectors per patch. While the trained
encoder-decoder and feature-sampler alone can construct an
inpainting model, we further enhance performance by inte-
grating the FDM, into the model.

Phase 2: Training FDM. In Phase 2, the feature dequan-
tization module is trained using L, as described in Sec-
tion 3.2, with the encoder frozen during this process. We
freeze the encoder to prevent them from forgetting previ-
ously learned features.

Phase 3: Jointly fine-tuning FDM and the decoder. After
the initial training FDM, we jointly fine-tune FDM and the

683



decoder which are separately trained before this phase. The
loss function for the fine-tuning L, is as follows:

Ltuning = Aqeﬁqe + Arecﬁrec (3)

where A\je = 1, Aree = 1, and L. remains the same as
in Equation (2). Since the input of the decoder is modified
by FDM, we fine-tune the decoder. To ensure that FDM
does not forget its ability to predict quantization error, we
continue to use L during training.

4. Experiments

4.1. Datasets and Settings

Datasets. The evaluation is conducted at 256 x 256 reso-
lution on two datasets: Places [35] and Paris Street View
Dataset [4]. Irregular masks provided by PConv [22] are
used for both training and testing. In the experimental re-
sults, mask ratios between 0.2 and 0.4 are referred to as
small masks, while those between 0.4 and 0.6 are labeled
as large masks. Following [30], we only utilized a subset
of Places for our experiments, while keeping the training
and test splits consistent with the original dataset. We keep
237,777 images for training and reserve 800 images for test-
ing. In the Paris Street View Dataset, for consistent evalua-
tion, we reorganized the existing split to use 14,000 images
for training and 1,000 images for testing.

Metric. Evaluation is conducted using Fréchet Inception
Distance (FID) [9] and Learned Perceptual Image Patch
Similarity (LPIPS) [33]. We selected FID and LPIPS as
evaluation metrics because they closely resemble human
perceptual capabilities. In contrast, PSNR, SSIM [31], and
MAE are not well-aligned with human perceptual capabili-
ties [17,27] due to their pixel-wise calculations. Therefore,
they are not suitable for evaluating pluralistic inpainting.
However, FID and LPIPS evaluate images in the feature
space, allowing for judgments that are much closer to hu-
man perception, making them more suitable for pluralistic
inpainting. Thus, we provided result of PSNR, SSIM, and
MAE in the supplementary materials. For evaluation, we
use only one generated result per input.

We evaluate diversity score using LPIPS similar to [30].
Unlike evaluating inpainting performance, when measuring
diversity, LPIPS is computed using only the generated im-
ages. First, we generate N paired pluralistic inpainted im-
ages using the same mask. Then, the mean LPIPS score for
each pair is used as the diversity score. For evaluation, we
generated N = 5 pairs for each image.

Compared methods. We compare the proposed method
with the following state-of-the-art pluralistic inpainting ap-
proaches: ICT [30], MAT [20], LDM [26] and PUT [24].
We evaluate using the provided pre-trained models. In cases
where pre-trained models are not available, we train the
models using the code and settings provided by the authors.

Experimental settings. The detailed structures of the
encoder-decoder and feature-sampler follow the PUT archi-
tecture and use the same model size for both datasets. We
set the patch size r to 8, resulting in 1024 patches for a
256 x 256 resolution image. The number of latent vectors
in the codebook N is set to 512. We set K = 50 for plu-
ralistic results in ICT, PUT, and FDM. Training of FDM
utilizes the same settings as when training the encoder-
decoder. The learning rate is warmed up from O to 2e-4
in the first epoch and then decayed with a cosine sched-
uler. FDM and decoder are optimized with Adam [15]
(81 = 0,82 = 0.9). The FDM and encoder-decoder are
trained for 100 epochs, while the feature sampler is trained
for 300 epochs. Training stops if there is no improvement
in the baseline metric—validation loss for encoder-decoder
and FDM, and classification accuracy for the feature sam-
pler—over 10 consecutive epochs. All models are trained
on a machine with six GeForce RTX 2080 Ti GPUs.

4.2. Main Results

Qualitative comparisons. Figure 4 provides a detailed
comparison between PUT and FDM. Results from PUT
contain color discrepancies and distorted structures. For ex-
ample, in the top-left sample, the region generated by PUT
appears brighter than the background, making the masked
area clearly visible. However, after applying feature de-
quantization through FDM, the generated color matches the
background more accurately. Another example is in the
top-right sample, where the parking lines generated by PUT
should be straight but appear distorted. Additionally, there
are areas where asphalt is generated in grass colors. In our
results, parking lines are straight, and asphalt is represented
in the same color as the background.

The pluralistic results of various methods are depicted in
Figure 5. In this comparison, ICT produces significant arti-
facts, resulting in unnatural image. While MAT is more nat-
ural than ICT, it lacks diversity and exhibits similar struc-
tures across images. In contrast, our proposed method re-
liably generates diverse samples based on the probabilistic
patch sampling of PUT.

Quantitative comparisons. Table | presents a comparison
of methods across each evaluation metric. In most cases,
the proposed method achieved the best score across both
datasets. Particularly, our proposed method achieved the
best FID score, especially with large masks.

The proposed method consistently outperforms PUT,
demonstrating the effectiveness of FDM. Moreover, per-
formance generally ranks on the order of FDM, PUT, and
ICT, underscoring the importance of minimizing informa-
tion loss to achieve superior results. The significant perfor-
mance improvement observed with large masks compared
to small masks further highlights this point. This is because
a larger mask reduces the background information available
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Figure 4. Detail comparison between proposed method and PUT. More results are presented in the supplementary material.
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Figure 5. Visual comparison of diverse inpainting results in Places and Paris Street View.

for reference, thereby increasing the model’s dependence
on the provided information for accurate representation.

Figure 6 shows the diversity score of each method. In
the graph, the y-axis represents the FID score, and the x-
axis represents the diversity score. Each point corresponds
to different mask ratios, ranging from 0.2 to 0.6, with in-
tervals of 0.1 units. An ideal position on the graph is in
the bottom-right corner, indicating low FID scores and high
diversity scores. This indicates the ability to generate di-
verse and natural-looking images. MAT, while demonstrat-
ing FID performance comparable to our proposed method

on the Places dataset, shows a very low diversity score.
LDM has a high diversity score, but at higher mask ratios, it
shows a lower FID score compared to our method. Our pro-
posed method achieved the best FID scores in most cases
while still maintaining diversity of PUT.

4.3. Analysis

Computational overhead of FDM. Table 2 shows the com-
putational overhead of FDM in training and inference times.
During training, it occupies only 12% of the total training
time. Training FDM with sampling, estimated based on the
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Table 1. Quantitative results of different methods. Red indicates the best score, while blue indicates the second-best score. Note that results
for MAT and LDM on Places were obtained by training with 8.4 M and 1.8 M data, respectively. In contrast, the results of ICT, PUT, and
our proposed method were obtained from training with the 0.24 M data same as [30].

Paris Street View Places
Methods FID LPIPS FID LPIPS
small large small large small large small large
ICT 12.02  21.14  0.143 0252  23.74  38.65 0.155 0.260
MAT 1322 2145  0.151 0.266 18.39 32.09 0.128  0.222
LDM 14.87 23,53  0.150  0.255 18.71 31.66 0.136  0.265
PUT 12.58  20.52  0.135 0.240  20.25 32.01 0.137 0240
Ours (PUT +FDM) 11.63 18.66  0.131 0.234 1846  29.67 0.127  0.230
26 e FOM 4 | —e—FDM —e—pUT bu | —e—FDM —e—pUT
23 —o—PUT 2 13 \/ q§ . \/
o 20 3 @
g —e—MAT g 1 \/ o
2V et
o 18
" ——1DM " 256 512 1024 256 512 1024
11 Codebook size Codebook size
8 (a) Small mask (b) Large mask
0.000 0.050  0.100  0.150  0.200  0.250
Diversity score Figure 7. FID scores based on codebook size in the Paris Street
(a) Paris Street View View dataset.
“ —e—FDM . .
39 Table 3. L2 distance between generated feature and ideal feature.
—o—PUT
L 34 —e—MAT .
S ” Mask ratio 02-03 03-04 04-05 0.5-0.6
a —e—ICT PUT 3.685 3.675 3.678 3.669
“ 24 —e—LDM Ours (PUT +FDM) 2.873 2.876 2.893 2.901
19 Difference 0.812 0.799 0.785 0.768
14
0.000 0.050 0.100 0.150 0.200 0.250
Diversity score
(b) Places ing through ground-truth training. The number of parame-

Figure 6. Diversity score on different methods.

Table 2. Computational overhead of FDM on the Paris Street View
dataset with a mask ratio of 20-30%.

Traning Inference
Methods t Param. Time Time FLOPs
PUT 119M  05d0%h  25.236s  59.331T
FDM 3M  00d17h  0.004s  0.004T
Ours (PUT +FDM) 122M  06d 02h  25.240s  59.335T

required time for one iteration, would take approximately
131 days. To tackle this problem, we suggested training
FDM using ground truth without sampling. With our train-
ing strategy, FDM can be trained in just 17 hours, which is
184 times faster than the naive training method. Therefore,
we propose a method to practically apply FDM to inpaint-

ters for FDM is approximately 2.5% of the total number of
parameters. The FLOPs for FDM is approximately 0.01%
of the total FLOPs. Moreover, the inference time accounts
for only about 0.02% of the overall time. The result demon-
strates that FDM improves generation quality with a mini-
mal time overhead.

Relationship between codebook size and FDM’s effec-
tiveness. Figure 7 is the FID score graph based on code-
book size. Inpainting performance does not always scale
proportionally with codebook size, unlike reconstruction
performance. Therefore, increasing codebook size is less
effective than FDM in addressing information loss. More-
over, FDM consistently improves performance regardless of
codebook size. Given its consistent performance improve-
ments and simplicity, FDM provides an efficient solution
for addressing information loss.

Feature dequantization. Table 3 presents L2 distance be-
tween the generated features and the corresponding ideal
features in the Places dataset. The ideal features are ob-
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Figure 8. Detail comparison between ours and VQGAN.

Table 4. FID score comparison for various image generation tasks.

Methods Uncond. Semantic Class
(FFHQ) (ADE20K) (ImageNet)

VQGAN 17.03 33.26 14.65

Ours (VQGAN +FDM) 15.84 31.32 13.46

tained by encoding the original image using the encoder.
The results indicate that the features restored by FDM
closely align with the original feature space across all mask
ratios. Our proposed method generates features that are
closer to the ideal features compared to those generated by
PUT, resulting in more plausible results.

4.4. Applying FDM to Image Generation Tasks

We conducted additional experiments to demonstrate
that FDM can improve VQGAN in various image gen-
eration tasks: unconditional image generation, semantic-
conditional image generation, and class-conditional image
synthesis. For the three tasks, we use the FFHQ [14],
ADE20K [36], and ImageNet [2] datasets, respectively.

Experimental settings. The experiments are conducted
by adding FDM to VQGAN [5], a prominent vector-
quantization based image generation model. FDM is ap-
plied after all patches are predicted, as described in Sec-
tion 3.1. For unconditional and class-conditional, FDM
takes only the quantized feature f; as input without a mask.
The training procedure follows Section 3.3, and Phase 1 is
skipped since we use the pre-trained model provided by [5].
We follow the training settings provided by [5].

Qualitative comparisons. Figure 8 provides a detailed
comparison between VQGAN and Ours. Images gener-
ated by VQGAN often lack detailed representation. For
instance, in the ADE20K sample at the center, VQGAN-
produced images suffer from blurring and gradient effects,
which obscure the distinction between building windows

and walls. However, in the images generated using our
method, the window frames are clear and distinguishable
from the walls. Another example from the rightmost sam-
ple shows that window frames in VQGAN-generated im-
ages are split into two sections, whereas our method pro-
duces window frames as single, continuous pieces.

Quantitative comparisons. Table 4 shows the FID score
comparison for image synthesis. After applying FDM, there
was an improvement in FID scores across all tasks. This
demonstrates that our method can effectively and simply en-
hance vector-quantization based models across various im-
age generation tasks, not just inpainting.

5. Conclusion and Limitations

In this paper, we studied the pluralistic image inpaint-
ing (PII) problem which offers multiple plausible solutions
for missing image parts. We introduced FDM (Feature
Dequantization Module), which enhances representational
capacity through feature dequantization, thereby improv-
ing the details of generated images. FDM can be seam-
lessly applied during the inference phases with minimal
overhead. In addition, we proposed an efficient training
method to train FDM which dramatically reduces the train-
ing cost by removing the sampling in the training phase.
Furthermore, through experiments, our proposed method
has demonstrated effectiveness across various image gen-
eration tasks, not just limited to image inpainting.

In VQGAN-based PII, the sequence in which patches are
inpainted plays an important role in defining both the qual-
ity and variety of the output images. However, since our
method FDM is applied after the feature-sampler, it cannot
affect the order of inpainting. To address this, we can con-
sider configuring FDM to perform dequantization on the un-
masked parts of the input containing masked patches. This
enables FDM to be applied during the sampling process, al-
lowing it to affect the inpainting order.
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