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Abstract

High-quality portrait photography has become an essen-
tial function in our daily lives. However, due to the limited
aperture and focal length of a smartphone camera, images
captured by a smartphone cannot match the same level of
bokeh effect by a digital single-lens reflex camera. A typ-
ical solution on a smartphone is to simulate out-of-focus
effects from an all-in-focus image, where the key is robust
depth estimation and portrait matting. To achieve this, we
propose a multi-stage, multi-branch matting network to esti-
mate a strand-level portrait alpha mask, which is then used
to refine the coarse depth map obtained from the pre-trained
model. Combining the input portrait image with the esti-
mated depth map and alpha mask, we propose a learning-
free optimization mechanism to construct a multi-plane im-
age (MPI) representation for depth-of-field synthesis. The
MPI consists of multiple layers of disk-blurred images with
kernel size proportional to the absolute depth distance to the
focus layer. Then a depth-aware blurring process is applied
to enforce the bokeh effect. Besides, each MPI layer has
an alpha channel controlling the visibility according to the
corresponding depth. Finally, an image with bokeh is ren-
dered by compositing all MPI layers. We conduct compre-
hensive experiments to evaluate our method, which demon-
strates that our method can generate more accurate alpha
masks and more realistic images with bokeh compared to
prior work.

1. Introduction

The popularity of mobile phones has made them re-
place the role of traditional digital SLR cameras in most
cases [65]. However, due to the limitations of lens aperture
and sensor size, the quality of images captured by mobile
phones still needs to be improved from that of digital single-
lens reflex cameras. The most significant difference is the
missing depth-of-field, which describes the bokeh effects
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that would blur the defocused area in the pictures. The issue
arises when light rays passing through the lens fail to con-
verge precisely on the focal point, leading to blurred areas
known as circles of confusion (COC). Many smartphones
provide portrait mode, which uses software algorithms and
advanced camera technology to take photos with a blurred
background and a sharp focus on the subject. The function
is usually achieved by combining a clear matte foreground
and a blurred environment background. However, canon-
ical blurring filters could not simply implement the bokeh
effects since the depth information is not considered. More-
over, the foreground subject is likely to be mixed with the
background due to incorrect matte estimation.

To tackle these challenges, researchers have been work-
ing on modeling and rendering techniques and achieve high
image quality comparable to those captured by DSLRs
[1,2,52,54]. According to the imaging principle [16,40,52]
of the camera lens, the diameter of the circle of confusion
of each light ray is determined by the distance between the
object and the focus plane. The principle results in the ef-
fect that the depth-of-field blur degree is proportional to the
distance from the focus plane. Thus, it is essential to deduce
spatial distance information, which is usually embedded in
the depth map and could be either directly obtained from the
range sensors or computed from stereo cameras. However,
adding extra depth sensors to mobile phones is impracti-
cal due to due to manufacturing costs and space limitations.
Recently, transformer architectures in large models have
significantly improved dense image prediction, especially
single-image depth estimation [43, 44]. Nevertheless, rely-
ing solely on a depth map as a flawless scene representation
for image synthesis and rendering tasks is insufficient due to
in-continuity and misalignment. It is preferable to establish
a more integrated, compact representation [28, 34, 36], en-
abling better simulation of the imaging process and photo-
realistic image rendering. The multi-plane image(MPI) rep-
resentation [67] has shown great power on few-shot high-
quality synthesis. This feature makes depth-of-field render-
ing more practical since we have only a single image as
input. By employing the multi-layer characteristic of MPI,
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Figure 1. The framework of the proposed method. Our study introduces an approach for generating a multi-plane image (MPI) represen-
tation of a portrait image from an initial all-in-focus image. A pre-trained transformer-based depth estimation network and a multi-stage
matting network are used to obtain a depth map and a foreground mask, respectively. A non-linear filter in the transition area based on the
guided filter is applied to align the depth map with the mask. A zero-shot transferring mechanism converts the filtered depth map into an
MPI representation consisting of multiple RGBA image layers. The final defocused image is rendered from back to front using the over

operator in alpha composition.

most visual artifacts can be removed compared to the clas-
sical depth-of-field blur.

For generating blur effects, classical methods [52] view
that the depth-of-field blur can be generated by convolv-
ing the all-in-focus image with a disk kernel. However, it
suffers from the inconsistent fusion of different blurred im-
ages. Neural rendering methods [17,37,41,60] can generate
more natural blur by learning from image statistics. These
methods train neural networks to mimic the rendering pro-
cess by predicting depth, synthesizing lens blur, and fusing
images of multiple forms. However, it usually lacks an ac-
curate mechanism for adjusting the focus distance, hence
changing the blur degree according to user interaction after
training. Our modified MPI representation could achieve
consistent rendering quality comparable to network-based
counterparts while retaining interactivity.

Another significant factor in enhancing rendering quality
is the separation of the portrait subject from the background,
especially in the transition area of tiny edges, such as hair
strands and clothes furs. The challenge is commonly ad-
dressed by estimating an accurate alpha matte, a gray-scale
image that indicates which pixels belong to the foreground
or background. Matting-based methods have been widely
explored, and some could be integrated into smartphone
camera applications [52]. In recent years, as learning-based

has dominated vision tasks, many advances in neural im-
age matting have encouraged more detailed segmentation
of portrait areas. The significant improvement mechanisms
include multi-branch structures to perform global subject
location and local detail refinement, adding auxiliary input
as guidance, and using attention modules to integrate fea-
tures at different levels.

Our framework works similarly to [52], yet with a more
fine-detailed and realistic quality to reduce the effects of
incorrect estimation of depth and alpha mattes. Given an
arbitrary all-in-focus portrait image, we apply a pre-trained
transformer-based depth estimation network [43] to obtain
the depth map. A multi-stage matting network module is
introduced to predict an accurate foreground mask by pro-
gressively refining the previous resulting mask at each step.
We propose a non-linear filter based on the guided filter [ 4]
using the predicted mask as guidance to align the depth map
with the mask. Then, a zero-shot transferring mechanism
is employed to turn the filtered depth map and the expo-
nentially transformed input image into an MPI scene repre-
sentation named depth-of-field MPI. The final result image
with bokeh effects is rendered using the over operation from
back to front. The overall framework is illustrated in Figure
1.

Our contributions to the paper are summarized as fol-
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Figure 2. The illustration of the proposed framework. The depth and mask are combined to show the inconsistency in the boundary
area. After filtering, the gap is minimized. The most blurred layer is obtained by convolving the input image with the largest kernel, which
could show how the bokeh style is generated. The final rendered result images present depth-of-field blur effects.

Depth & mask

lows:

* We propose a new framework based on the MPI scene
representation to synthesize depth-of-field effects for
portrait images captured by mobile phones. Un-
like previous practices, which usually learn an MPI
through a neural network, we adopt a learning-free
mechanism to optimize an MPI, which requires fewer
data or even no data and presents higher flexibility to
adjust parameters.

* We propose a multi-stage matting network that pre-
dicts the alpha matte in a coarse-to-fine manner.

* We propose processing strategies, such as mask-based
depth filtering and exponential image transforming, to
improve the realistic quality of rendered images.

2. Related Work
2.1. Depth-of-Field Synthesis

With the widespread use of smartphones and their in-
creasing imaging quality, people are paying more atten-
tion to employing cameras to capture portrait images casu-
ally. However, there is still a gap between mobile cameras
and DSLRs. A key difference is the lack of depth-of-field
(DOF) control, which often occurs when captured with a
large-aperture (shallow depth-of-field) lens and makes ob-
jects not located in the focal point. This would result in
circles of confusion in the out-of-focus area, which is also
called Bokeh. The Bokeh effect is helpful for photogra-
phers to highlight the object of interest and make the image
more artistic. To minimize the imaging gap, researchers
and manufacturers have proposed various methods to pro-
cess the captured images and synthesize the DOF effects.

Classical rendering methods adopt a controllable blur
kernel to design the bokeh pattern. The shape and size of the

Filtered depth

The most blurred layer Final result

kernel could represent the lens configuration. This kind of
method requires the 3D geometry information of the scene,
which is usually obtained in object or image space. For
object space [21, 56, 63], provided with the complete 3D
scene information, the rendering process is achieved by ray-
tracing, and then exact results could be obtained. However,
this method is not practical for real-world scenes since the
scene geometry is difficult to obtain and time-consuming
to render. Image-space methods [2, 3, 12,50, 61] are eas-
ier to implement since only a single input image and corre-
sponding depth map are needed. To improve the quality of
rendering, some methods [38, 48,49, 57] integrate multiple
modules, such as depth estimation, semantic segmentation,
and classical rendering, to construct an automatic render-
ing system. Recently, most methods [52, 65] decompose
the process of producing the final images into multi-layers
based on an estimated depth map, then perform the render-
ing process from back-to-front. However, they often suffer
from artifacts due to depth discontinuities.

With the fast development of deep learning, neural ren-
dering methods that learn from statistics to produce realistic
bokeh balls have been developed. To improve efficiency and
avoid boundary artifacts, neural networks are employed to
simulate the rendering process. For example, Deep Shad-
ing [35] and DeepFocus [58] train networks to produce a
bokeh effect from an all-in-focus image and its correspond-
ing perfect depth map. Other researchers have proposed au-
tomatic rendering systems that use depth prediction [&], lens
blur, adversarial training [19], multi-image fusion [55] and
guided upsampling [1 1] to generate high-resolution depth-
of-field images into shallow DoF images in an end-to-end
manner. Moreover, some methods [9, | 1] stack multiple net-
work architectures to improve rendering quality by learning
different functions separately. However, these methods are
limited to learning a large-scale blur and control rendering
results to fit different scenes. Nevertheless, neural networks
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Figure 3. The pipeline of the matting network. Given an input image / and a previous alpha map a7 —1, the model can predict a detail
map mq and a semantic map ms with the help of GCL [51], e-ASPP [18], and Attention-based Guidance Module(AGM). For the first

stage, the previous alpha map can be set as the constant value.

have shown great power on refocus tasks, which include an
extra step to deblur an already defocused image and then
perform a similar rendering process to change the focused
object. For instance, RefocusGan [45] trains a two-stage
GAN to perform refocusing. Recent method [37] integrates
the advantages of both classical and neural rendering meth-
ods to produce artifact-free and highly controllable bokeh
effects. Furthermore, there are more works [7,20,30-33,46]
utilize the diffusion model to achieve high performance on
generating DOF effect.

2.2. Image Alpha Matting

Over the years, several approaches have been proposed
to solve the alpha matting problem. Sampling-based meth-
ods and propagation-based methods were the main ap-
proaches used in the early days of alpha matting research.
Sampling-based methods [10, 13, 53] involve randomly se-
lecting representative samples from the foreground and
background regions to estimate the alpha matte of the un-
known region. For example, Global Matting [13] utilized
all samples available in the image to predict the alpha matte
by randomized patch match. Propagation-based methods
[5,22] estimate alpha mattes by propagating the alpha val-
ues from the known regions (foreground and background) to
the unknown regions based on their similarity. These meth-
ods have been effective in producing alpha mattes, but they
have limitations in terms of accuracy and computational ef-
ficiency.

Recently, the use of deep learning techniques has sig-
nificantly advanced the state-of-the-art in alpha matting
[18,23-25,29,42,66]. Learning-based methods have be-
come the dominant approach in alpha matting research.
These methods utilize deep neural networks to learn the
mapping from input images to alpha mattes. The DCNN
matting [6] was the first method to introduce a deep neural
network into matting, and Deep Matting [59] is a fully neu-
ral network model with a large-scale dataset that achieved
remarkable results. Besides using a single input image, aux-

iliary matting methods use some additional information as
input to help the matting process. For example, some meth-
ods use a trimap [27], which is a user-supplied mask that di-
vides the image into foreground, background, and unknown
regions. Other methods use background images [47], coarse
annotations [62], or natural language descriptions [26] to
provide clues for foreground or background regions.

3. Methodology

Our method takes as input a single portrait image and
aims to render the corresponding realistic image with bokeh
effects. The overall framework consists of a mask estima-
tion module, a mask-based depth filtering module, and the
depth-of-field MPI for rendering. Fig. 2 illustrates the vi-
sual results of each module.

3.1. Multi-stage and Multi-branch Refinement Net-
work for Strand-level Matting

The matting network aims to estimate an alpha matte
representing the foreground’s opacity at each pixel. Fig. 3
illustrates the whole pipeline of the matting network, com-
posed of two components: a high-resolution branch and
a low-resolution branch. At the stage 7', given the in-
put image I € R3*#XW and the previous alpha matte
ar_1 € RXHXW the model could predict the alpha matte
ar € RY>HEXW for current stage. More specifically, we
utilize the ResNet-50 [15] as our encoder to extract fea-
tures from the images, F = {F}, Fy, ..., F5} denotes the
extracted features from the ny;, layer separately. Then the
feature F5 extracted from the last layer would be fed into
the low-resolution branch to predict semantic map ms, and
the features F, F» extracted from the middle layer would
be used in the high-resolution branch to generate detail map
mgq.

Low-Resolution Branch Without the help of auxiliary
input, we introduce the low-resolution branch to estimate
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Figure 4. The illustration of Attention-based Guidance Module.
One of the inputs is the previous alpha map avr—1, while the other
one is the features from the GCL or the decoder.

the semantic map mg € R3*HXW \which facilitates the

model to learn the global context. From the MODNet [ 18],
e-ASPP has shown its efficiency and satisfactory perfor-
mance compared with ASPP [4]. A(-) denotes the e-ASPP
operation block, then F)4 = A(F5) denotes the features af-
ter the e-ASPP block and Fy € REXCx53%33 To generate
a semantic map of the same size as the input images, F'4
is fed into a decoder S(-) consisting of several convolution
and upsampling blocks and attention-based guidance mod-
ules sequentially. Finally, the output semantic map would
be m, € R3>*H*W ‘which also can be regarded as a trimap.

High-Resolution Branch With the help of the low-
resolution branch, the corresponding trimap can be esti-
mated automatically, which can help the high-resolution
branch to focus the training on the transition region. The
GCL [51] is adopted in the high-resolution branch to fuse
the features from encoder the middle layers of the decoder,
where fi, = GCL(fr_1, fi._,). As shown in Fig. 3, each
GCL block has two inputs, one of them is the previous out-
put fr—1 of GCL or generated by the middle features F}
and F, from encoder concatenating and upsampling, where
fi € ROHXW The other one f] | € RCk—1 X HXW g
generated by the upsampling from the middle feature from
the decoder. After the GCL flow, a 1 x 1 convolution layer
is applied on the output to generate the features with the
specific number of channels fy € RE *H*W  Then the
features are fed into the attention-based guidance module to
predict detail map mg € RV XW for the current stage.

Attention-based Guidance Module We introduce the
Attention-based Guidance Module(AGM) shown in Fig. 4
to predict a more accurate semantic map and detail map
under the guidance of the previous alpha matte. The pre-
vious alpha matte ar_; is the query. And the features
concatenated by ar_; and the features f from the GCL
or decoder are used as key and value. Assume the fea-
ture f € REXHXW we apply a 1 x 1 convolution layer

to ap_; to generate corresponding f,, € REXHXW of the
same number of channel as f. Then, we adopt the pixel-
wise attention mechanism to help model training focus on
the meaningful region with a comparable computational ef-
ficiency.

Alpha Matte Fusion The semantic map m consists of 3
channels which represent the probability of the foreground,
transition and background pixel separately. Specifically,
O¢n, 1+ and 2,4 channels denote the foreground pixel, tran-
sition pixel and background pixel, respectively. Through the
probability, we can get the binary foreground mask m; and
the binary transition mask my,qns. Then, the alpha matte
ar can be fused by the following formula:

ar = My + Mirans * Md. (D

Loss We utilize three types of losses in total, which con-
sist of semantic map loss L, detail map loss L4, and final
alpha matte loss L fysi0on. Therefore, by combining these
three loss functions, we can get the total loss function:

L=uwLs+wly+ w3£fusvl(ma 2

where wy, wq, w3 are set to 0.25, 0.25, and 0.5 in the exper-
iments. The details of these three functions are illustrated
in the supplementary materials.

3.2. MPI-based Bokeh Effects Rendering

The MPI representation [67] contains a set of parallel
planes with evenly divided depth intervals. Each plane en-
codes an RGBA image with the same resolution. The depth
information for each plane is explicitly embedded in alpha
channels. This structure is rather valuable for rendering re-
alistic images from 3D representations. Usually, the MPI
is predicted by training neural networks on large datasets
[39,67]. Instead, we explicitly establish the MPI by sim-
ulating the lens imaging process. The so-called depth-of-
field MPI has fewer parameters and does not require a large
dataset to optimize.

A depth-of-field MPI for a single input portrait image is
transformed from a depth map and an alpha matte mask.
The depth is either predicted from learning models or ob-
tained from real-world sensors. We project the image back
to 3D spaces by employing depth information. We view the
RGB channels of the depth-of-field MPI as a set of blurred
images using disk kernels with different kernel sizes. The
kernel size is proportional to the distance between the plane
and the focus plane. That means the diameter of the disk
kernel would be large for a distant plane while the image in
the focus plane is not blurred. The alpha channel represents
whether the actual depth of that pixel is consistent with the
depth of the plane. If the consistency is met, the pixel in

9593



that plane is visible after rendering and hence different blur
effects could be integrated together to produce depth-aware
bokeh effects that correspond to real-world observations.

Given a clear portrait image [ captured by a small-
aperture lens, e.g., a mobile phone camera, we aim to syn-
thesize the depth-ware blur effects. Note that we could infer
a depth map D and an alpha matte mask M through a depth
estimation model and a matting model, respectively. How-
ever, since the depth and matte are not trained on the same
dataset, there exists a difference in the foreground estima-
tion. Thus, we filter the depth map to make it semantically
aligned with the predicted alpha matte before establishing
the synthetic-of-field MPI. We observe that the coarse depth
maps have smoother edges and more enlarged foreground
areas. We use a fine-detailed mask to regularize the depth.
Although edge-preserving filters such as bilateral [2] and
guided filters [14] have been proposed for these cases, they
cannot cope with largely biased areas. Through regulariza-
tion and multi-layer image fusion, we could make the inten-
sity variation along the boundary more smooth and natural
while preserving the details of the foreground. To achieve
this, we first obtain the average depth of the foreground
masked areas by mean(D * M). Then, we relax the av-
erage to a small range to separate a coarse mask M ,qrse-
we dilate the original mask M with a kernel of size K, re-
sulting in M;q,qe. Lastly, we apply the guidance filter [14]
on the depth map within the area M oqrse + Miarge — M.

We split the range of the filtered depth map into /N bins
Dy = [dg,dk+1],%4 = 1,..., N, and the midpoint depth of
each interval is the depth of the corresponding plane, i.e., N
planes in MPI. We could apply disk or hexagonal kernels to
blur the input image I as the RGB channels of each plane.
Fig. 5 illustrates the blurring effects of using two kinds of
kernels. Since most DSLR cameras use circular apertures,
we only consider disk kernels in the paper, while the idea
could be easily extended to hexagonal apertures. The kernel
size is determined by:

Tk = |_|dz - dfocus‘/o- + 5J (3)

where ¢ and ¢ are the global hyperparameters to control the
relative blur degree in different depth planes, and vary with
the image resolution.

Simply convolving the input image I in RGB space with
a disk kernel is not able to produce salient bokeh effects
since this linear transformation over I would reduce the
global contrast and light intensity. We transform [ into the
exponential space and shift the intensity to change the con-
trast before applying the blur. After the convolution, we
transform the image back to RGB space. The whole trans-
formation is defined as:

Ik = (COTL’U,«k ((allinput + bl)al))l/az/UQ + b2 (4)

where ay, ag, by, by are the hyperparameters to control the

Disk Kernel

Hexagonal Kernel

Figure 5. The kernels used to generate blur effects. The aperture
size and shape could be simulated by changing the kernel size and
shape.

contrast and light intensity, oy and o are used to control
bokeh intensity, C'onv,, represent the convolution using a
disk kernel with radius 7.

The alpha channel encodes the visibility information, the
same as the original MPI. Each pixel in the input image is
associated with NV depth candidates in MPI, representing
different degrees of blurring. We want the plane with the
closest depth to the actual depth to be the most visible, and
hence we formulate the alpha channel in the k-th layer as
follows:

i =1 —/(|di = (di + di41)/2))/ (dmas —

dmin)v

&)
where ¢ is the pixel index, d; is the actual depth value at
pixel i, dpq, and dp,;, are the maximum and minimum
depth in the depth map D, respectively. After processing,
the alpha channel is normalized to [0,1]. Then we have
established a practical MPI represented by {Cj,a;}7,,
where C} is the color vector consisting of RGB values and
«; is the alpha vector at the j-th layer, calculated from Eq. 4
and Eq. 5, respectively. The blurred image I4c focus 1S ren-
dered by over-composition from back to front:

I = O, 0% = a . ©)
T =aj 1+ (1 - aj-1), @)
Jover _ Cjaj + Ith)erathzer(l _ aj) )
j—=1 = aqvelr ’

—
Idefocus = Igver~ (9)

The process of obtaining MPI representation is free of
deep neural networks, making it possible to adjust parame-
ters as needed. Usually, we would use the matting equation
to paste the clear foreground back to the rendered image to
highlight the main body of the portrait character:

Ifinal = Idefocus * (1 - amatte) + Qmatte * Iinput~ (10)

4. Experiments
4.1. Implementation

Dataset For the matting task, we utilize the P3M-10k
dataset [23] to train our model. This dataset comprises
9,421 blurred portrait images in the training set, along with
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Figure 6. The qualitative results on the P3M-10k dataset [23] of our method compared to the other methods
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Figure 7. The qualitative results in the REAL(top) and WAX(bottom) datasets of our method compared to baseline methods. Our method,
compared to network-based methods, has the ability to eliminate halos in the edge areas between the character and the background envi-

ronment, resulting in more realistic depth-of-field blur effects.

500 blurred and 500 clear portrait images in the validation
set. For the bokeh effect rendering task, we collect two
datasets to perform the evaluation. The first, called WAX, is
used to perform quantitative optimization and evaluation. It
contains 20 photos captured by a Canon EOS 70D camera
using wax figures as foreground on different environment
backgrounds. The second dataset, called REAL, consists
of around 100 real-person images captured using Huawei
and iPhone smartphones, and thus they are closer to the ex-
pected input data distribution for our task.

Experiment Setting For the matting task, we train the
model by the data with the size of 512 x 512 at the first

Table 1. Quantitative matting results on the P3M-10k dataset [23].
Models are trained on blurry portrait images and tested on both of
blurry and clear portrait images.

Methods Blurry Non Blurry
MAD| MSE| MAD| MSE|
LF [66] 0.0251 0.0191 0.0178 0.0129
AIM [25] 0.0193 0.0156 0.0165 0.0101
MODNet [18] 0.0089 0.0042 0.0085 0.0041
GFM [24] 0.0082 0.0041 0.0081 0.0041
P3M [29] 0.0046 0.0023 0.0042 0.0019
Ours 0.0040 0.0021 0.0038 0.0017
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Table 2. The ablation study matting results on the P3M-10k
dataset [23].

Table 3. Quantitative evaluation of our and baseline methods in
the WAX dataset.

— P— r— Methods PSNR 1 SSIM 1 LPIPS |
MAD,  MSE,  MADL  MSEL BokehMe 23.12 0.9290 0.3963

Wio AGM 0.0052 00025 _ 0.0047 _ 0.0023 2322 0.9295 0.3962
w/o low-resolution branch 0.0058 0.0036 0.0054 0.0031 [37]
w/o high-resolution branch 0.0068 0.0052 0.0079 0.0050 23.15 0.9292 0.3881
Ours 0.0040  0.0021 0.0038 _ 0.0017 MPIB

[39] 26.26 0.9157 0.3881

stage. Besides, we first randomly crop the images with the
Ours 26.29 0.9386 0.3735

size of 768 x 768 or 1024 x 1024, then we resize the data to
512 x 512 during the rest stages. The depth maps of given
input portrait images are obtained by pretrained DPT [43].
For estimating the alpha matte, we resize the input image
to 1024x1024 to fit the network requirement. The output
is bilinearly resized to the original resolution to yield the
matte mask. For transferring a depth map into a depth-of-
field MPI, we normalize the original depth range to [0, 255]
and use Dj, = 32 depth planes. The choice of other hyper-
parameters is presented in the supplementary. Our method
is optimized and evaluated on the two customized datasets.

Evaluation Metrics We report the MSE and MAD met-
rics for image matting, derived from L2 and L1 distance,
respectively. For depth-of-field rendering, we adopt the
structural similarity (SSIM), the peak signal-to-noise ratio
(PSNR), and the perceptual distance LPIPS [64] to test the
performance of our method on the WAX dataset.

4.2. Qualitative and Quantitative Evaluation

The matting qualitative and quantitative results are
shown in Figure 6 and Table 1. The results show that our
matting pipeline yields more accurate matting results, es-
pecially in the hair area. Table 2 shows the results of the
different architectures.

The qualitative rendering result of self-captured portrait
images is shown in Figure 7. The results show that our
method could produce more realistic depth-of-field effects
than existing state-of-the-art methods. Using multi-layer
superposition makes the images appear clear at the near
and blurred at the far. Our bokeh effect is more natural
and salient than the method [39] using a learned blur ker-
nel. Moreover, our method is better at coping with edge
areas since there are fewer halo artifacts. Table 3 reports
the quantitative metrics in the WAX dataset. Our method is
superior to BokehMe [37] in all metrics and could achieve
comparable performance with respect to the learning-based
method [39].

The qualitative results of ablation studies to investigate
the significance of each proposed module are presented in
the supplementary materials. Firstly, we remove the depth
filtering module (c) and find that some areas near where
the character and the environment intersect are not blurred.
This is because the depth estimation network mistakenly

considers the part of the environment as the character area,
giving a relatively low depth value. Hence, these areas re-
main clear, which justifies the significance of the depth fil-
tering module. Then, we investigate the usage of intensity-
related parameters. We set o and oy to different initial
values to test their influence. It seems that as are dominant
to highlight the bokeh circle, which would not be synthe-
sized with too small as. For instance, if they are set to 1,
i.e., with no exponential image transforming (e), the ren-
dered result shows only blurred effects, with relatively dark
colors and no bokeh style. As as become large, the bokeh
balls are more salient (f). Lastly, we reduce the number of
planes (d), and the result cannot obviously show the effect
of being gradually blurred from near to far. Also, the in-
curred in-continuity artifacts indicate that more planes help
fuse multiple layers.

5. Conclusion and Limitation

We have introduced a novel framework for synthesiz-
ing depth-of-field in order to create realistic portrait im-
ages with stunning bokeh effects, all from a single all-in-
focus photo without any additional input. To achieve this
goal, we simulated the lens imaging process and divided our
framework into three main stages: matting mask estimation,
depth filtering, and MPI-based rendering. Our proposed
multi-step fine-grained matting network successfully cap-
tures intricate details down to the level of individual strands
of hair. Notably, the zero-shot mechanism to construct an
MPI boasts a significantly reduced number of parameters,
making it easily optimized and controllable. However, one
of the challenges encountered in our framework is the time-
consuming nature of convolutions involving large kernels.
This poses a limitation on the applicability of our frame-
work in scenarios that demand real-time processing and
ultra-high-definition rendering. Potential strategies for op-
timization may include implementing more efficient con-
volution algorithms or exploring hardware acceleration op-
tions. Future work will involve optimizing this aspect of our
framework to extend its practical use to these high-demand
scenarios, thereby enhancing its overall usability and poten-
tial impact in the field of image processing and rendering.
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