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Abstract

Machine unlearning, an emerging research topic focusing

on data privacy compliance, enables trained models to erase

information learned from specific data. While many existing

methods indirectly address this issue by intentionally inject-

ing incorrect supervision, they often result in drastic and

unpredictable changes to decision boundaries and feature

spaces, leading to training instability and undesired side

effects. To address this challenge more fundamentally, we

first analyze the changes in latent feature spaces between

the original and retrained models, and observe that the fea-

ture representations of samples not included in training are

closely aligned with the feature manifolds of previously seen

samples. Building on this insight, we introduce a novel

evaluation metric for machine unlearning, coined dimen-

sional alignment, which measures the alignment between the

eigenspaces of the forget and retain sets. We incorporate

this metric as a regularizer loss to develop a robust and

stable unlearning framework, which is further enhanced by

a self-distillation loss and an alternating training scheme.

Our framework effectively eliminates information from the

forget set while preserving knowledge from the retain set. Fi-

nally, we identify critical flaws in existing evaluation metrics

for machine unlearning and propose new tools that more

accurately capture its fundamental objectives.

1. Introduction
Deep neural networks have demonstrated remarkable ad-

vances across various domains, achieving impressive per-
formance by leveraging large-scale data. However, despite
their success, these models are susceptible to unintentionally
memorizing training data [37], making them vulnerable to
inference attacks that could compromise user privacy and ex-
pose sensitive information from the training data. In response
to growing privacy concerns, regulations such as General
Data Protection Regulation (GDPR) in the European Union
and the California Consumer Privacy Act (CCPA) grant indi-
viduals the “right to be forgotten”, enabling users to demand
the deletion of their personal data by service providers. This

regulatory environment necessitates the concept of machine

unlearning, a process systematically removing the infor-
mation about specific examples from trained models. The
primary goal of machine unlearning is to ensure that once
data is removed from a model, the model behaves as it had
never been trained on the data. This concept is crucial for
complying with privacy laws and maintaining ethical stan-
dards in machine learning applications.

The exact and straightforward solution for machine un-
learning is to retrain the model from scratch, excluding the
data requested for deletion. While this approach ensures
that models remain completely unaffected by the data to
be forgotten, it is impractical due to the excessive compu-
tational costs and the need for access to the full training
dataset. To address this challenge, machine unlearning re-
search has shifted towards developing faster approximate
methods, where the goal is to finetune a trained model
such that it becomes indistinguishable from one that has
undergone exact unlearning. A prominent theme for ap-
proximate unlearning approaches has been to intentionally
inject incorrect supervisions for the samples to be forgot-
ten [5, 6, 12, 22, 33], such as training with random labels or
reversed gradients, which reformulates unlearning as mis-

learning. However, the goal of unlearning is not merely to
make incorrect predictions for the examples to be forgot-
ten, but to erase the information additionally learned from
the forget set. Furthermore, mislearning approaches often
lead to over-forgetting, which degrades the model’s overall
performance and training stability.

To thoroughly explore the nature of unlearning and iden-
tify the necessary steps to achieve it, we begin by analyzing
the behavior of latent feature representations in an incremen-
tal learning scenario, which mirrors the reverse process of
unlearning. When visualizing the feature representations of
initially unseen samples, we first observe that they align with
the feature manifolds of previously seen samples. However,
after the model is trained on the unseen samples, their feature
representations shift to enhance discrimination. This behav-
ior suggests that, as the reverse process of incremental learn-
ing, unlearning should reposition the forget samples within
the feature space of the retained samples. In this context, we
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propose dimensional alignment, a novel evaluation metric
for machine unlearning that measures the alignment between
the feature spaces of the forget and retain sets. We employ
this metric as a regularization loss term to achieve robust un-
learning and introduce a simple yet effective self-distillation
loss to further enhance stability. Building on these ideas,
we propose a comprehensive unlearning framework, termed
Machine Unlearning with Dimensional Alignment (MUDA),
which integrates an alternating training scheme with the
proposed loss functions, to ensure robust unlearning and
preserve knowledge from the retain set.

Finally, we address the limitation of current evaluation
metrics for machine unlearning. Most existing unlearning
approaches typically adopt evaluation metrics based on final
outputs, such as forget set accuracy or membership infer-
ence attack score. However, since discriminative models
produce low-dimensional score vectors that do not explicitly
reveal sensitive information, these outputs alone might not
be sufficient to confirm successful unlearning in classifica-
tion tasks. Our empirical observations show that existing
evaluation metrics can be easily manipulated through trivial
fine-tuning of the last linear layer. Given that the primary
goal of unlearning is to prevent information leakage from
the samples to be forgotten, it is crucial to concentrate on the
latent feature representations that carry semantic informa-
tion. To achieve this, we present a collection of evaluation
metrics—dimensional alignment, linear probing, F1 score,
and normalized mutual information–that together more accu-
rately reflect the primary objectives of machine unlearning.

Our main contributions are summarized as follows.

• We propose a novel metric, coined dimensional align-

ment, to analyze machine unlearning in the latent fea-
ture space, which measures the alignment between the
feature spaces of the forget and retain sets. Notably, di-
mensional alignment also serves as an effective training
objective for machine unlearning.

• We propose a self-distillation loss designed to ensure
stable unlearning while minimizing negative impacts
on the feature representations of the retain set.

• We propose a novel framework for machine unlearning,
referred to as MUDA, which incorporates an alternating
training scheme along with the dimensional alignment
and self-distillation losses to ensure effective and stable
unlearning.

• We highlight the shortcomings of current evaluation
metrics and introduce new feature-level evaluation met-
rics that more accurately reflect the objectives of ma-
chine unlearning.

The rest of the paper is organized as follows. We re-
view the preliminaries in Section 2. Section 3 presents the

proposed approach in the context of machine learning and
Section 4 discusses the evaluation protocols. We validate the
effectiveness of our frameworks in Section 5 and review the
prior works in Section A. Finally, we conclude our paper in
Section 6.

2. Preliminaries
2.1. Machine unlearning

Let us consider a neural network model, f(·; ✓o), parame-
terized by ✓o, initially trained on a dataset D = {(xi, yi)}Ni=1

which consists of N pairs of the input data xi and its corre-
sponding class label yi. The goal of machine unlearning is
to remove the influence of a forget set, Df ✓ D, from the
original model, ✓o, while preserving utility over the retain
set, Dr = D \ Df .

An straightforward unlearning strategy refers to training
a new model, ✓r, only using the retain set, Dr. Although this
solution meets the condition for unlearning, it entails a huge
computational burden especially when the training dataset is
large or unlearning request happens frequently. To alleviate
this issue, approximate unlearning approaches aim to derive
an unlearned model ✓u from the original model ✓o, where ✓u
is statistically indistinguishable from the retrained model ✓r.

2.2. Setting

Our work investigates machine unlearning under the con-
text of image classification. We specifically focus on class

unlearning and subclass unlearning, where the forget set
Df consists of samples belonging to a specific class and
subclass, respectively.1

There are no well-defined constraints on the amount of
data used for machine unlearning. However, as mentioned
in Section 2.1, using the entire retain set Dr entails a large
computational burden. Therefore, we opt to use only a subset
of Dr, which we denote as D0

r
, to train the unlearned model.

D0
r

is randomly sampled from Dr such that |D0
r
| = |Df |.

3. Machine Unlearning with Dimensional Align-
ment (MUDA)

3.1. Unlearning as a reverse process of incremental
learning

One way to interpret machine unlearning is as a reverse
process of incremental learning. In the concept of incremen-
tal learning, a model ✓old is initially trained on an old dataset
Dold and subsequently trained on a new dataset Dnew, where
the goal is for the new model, ✓new, to perform well on the
combined dataset D = Dold [Dnew. The parallels between
machine unlearning and incremental learning are evident.

1We refer to Section D.1 for random sample unlearning.
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Figure 1. UMAP visualization of CIFAR-10 train set under the incremental learning scenario, where old and new models are trained with
Dr and Dr [Df , respectively. Black markers indicate the feature representations of Df .

Building on this, we examine an incremental learning
model to gain insights for machine unlearning. We are partic-
ularly interested in observing how the feature representations
shift from ✓old to ✓new to better understand how the reverse
process (i.e., unlearning) should behave. To this end, we
train a ResNet-18 model on the CIFAR-10 dataset under the
incremental learning setting, where Dold includes samples
from classes 1⇠9 and Dnew consists of samples from class
10. Figure 1 illustrates a UMAP [26] visualization of feature
representations generated by ✓old and ✓new. Each color repre-
sents a different class from the CIFAR-10 dataset, with the
new class 10 samples distinctly marked by black crosses.

As depicted in Figure 1(a), feature representations of the
new class 10 samples, which were not included in the train-
ing of ✓old, are dispersed across the feature space of the seen
classes. These samples tend to gravitate towards the classes
they share the most similarities with. Conversely, Figure 1(b)
demonstrates the shift in representations after incorporating
class 10 into the training data. After training, these new sam-
ples shift away from the feature manifold of the old classes
and cluster together. This shift suggests that incremental
learning adjusts the representations of the new samples by
moving them to a new feature manifold, thereby enhancing
their semantic clarity. Thus, from this perspective, we can
perceive machine unlearning as the process of projecting the
feature representations of the forget samples back onto the
feature manifold of the retain set.

3.2. Dimensional alignment
To achieve the goal of projecting the feature representa-

tions of the forget samples onto the manifold of the retain set,
we start by measuring the alignment between the two feature
spaces. Let Fr 2 RC⇥|Dr| and Ff 2 RC⇥|Df | denote the
C-dimensional feature representations extracted by model ✓
for Dr and Df , respectively. We compute the eigenvectors
of covariance matrix for the retain set by singular value de-
composition (SVD), i.e., FrFT

r
= Ur⌃rUT

r
. Among the C

Figure 2. Conceptual visualization of dimensional alignment.

eigenvectors of Ur, we keep the k eigenvectors correspond-
ing to the top-k largest eigenvalues, bUr = [u1, ...,uk]T ,
where k is determined by the effective rank [30] of the covari-
ance matrix. Then, we define the dimensional alignment
(DA) as

DA(Df |Dr; ✓) := kFfF
T

f
bUr

bUT

r
kF /kFfF

T

f
kF , (1)

where k·kF denotes the Frobenius norm.
Dimensional alignment (DA), as depicted in Figure 2,

measures how well the feature space of Df aligns with the
principal component subspace of Dr. A higher DA value
signifies a stronger alignment, indicating that the feature rep-
resentations of Df are well-aligned with the most significant
dimensions of the feature representations of Dr. As a sanity
check, we measure DA(Df |Dr; ✓) across various unlearning
settings and datasets. The results in Table 1 demonstrates
that ✓r consistently exhibits higher DA than ✓o in all cases,
which is consistent with our observations from Section 3.1.
Thus, we posit that DA can serve as an effective metric for
assessing the effectiveness of unlearning in feature represen-
tations.
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Table 1. Evaluation results for dimensional alignment, DA(Df |Dr; ✓), across various settings and datasets. The results are averaged over
five runs, each with varying forget (sub)class, for every configurations.

Class unlearning Subclass unlearning

Method Train set CIFAR-10 CIFAR-100 Tiny-ImageNet CIFAR-20

Original Dr [Df 0.34 ±0.05 0.50 ±0.06 0.59 ±0.04 0.48 ±0.09
Retrained Dr 0.79 ±0.04 0.74 ±0.03 0.73 ±0.04 0.84 ±0.04

Moreover, we can incorporate DA directly as a reg-
ularization term in the unlearning process, i.e., LDA =
�DA(Df |D0

r
; ✓)2. By applying a stop-gradient operation

on Fr and updating only Ff , we prevent distortion of the
feature manifold of D0

r
and ensure training stability. This

loss term facilitates unlearning by minimizing the informa-
tion in Df that is not already encoded by D0

r
.

3.3. Self-distillation loss for stable projection onto
retain feature manifold

Currently, most of unlearning methods utilize loss func-
tions designed for mislearning, such as training with re-
versed gradients [22, 33], but these approaches have signif-
icant drawbacks that can alter the decision boundaries and
feature spaces in undesirable ways, leading to instability.
Furthermore, prolonged training with reversed gradients can
degrade the discriminability of other classes, compromising
the model’s overall utility.

To ensure effective unlearning with high stability, we pro-
pose a self-distillation [17] loss on the forget set Df . As
illustrated in Figure 1(a), this self-distillation aims to redis-
tribute the forget samples towards the retain classes. Unlike
LDA which uses feature representations, the self-distillation
is applied on the softmax outputs of the model, f(x; ✓). In
order to redistribute the forget samples to other classes, the
distillation target must represent the output probability of all
classes as if the forget class did not exist. In practice, we can
simply set the value of f(x; ✓) corresponding to the forget
class as 0 and renormalize to obtain our distillation target,
f̂(x; ✓). Then, the self-distillation loss can be expressed as

LSD =
1

|Df |
X

x2Df

DKL

⇣
f
�
x; ✓

�
kf̂

�
x; ✓

�⌘
, (2)

where DKL(·) is the KL-divergence loss. Note that the distil-
lation target, f̂(x; ✓), is dynamic and evolves throughout the
training process. Consequently, LSD seeks to establish an
equilibrium between f(x; ✓) and f̂(x; ✓), offering a highly
stable objective compared to training on reversed gradients,
and thereby eliminating the need for early stopping to ensure
strong model performance.

2Note that we use D0
r for LDA following the setting described in Sec-

tion 2.2

3.4. Overall framework
Our overall loss function used for unlearning is

L = ↵ · LDA + � · LSD

| {z }
forget phase

+
1

|D0
r
|

X

(x,y)2D0
r

`(f(x; ✓), y)

| {z }
recover phase

, (3)

where ↵ and � are hyperparameters to balance the corre-
sponding loss terms and `(·, ·) denotes the cross-entropy
loss function. The first two terms aim to mitigate the in-
fluence of Df whereas the last term serves to preserve the
discriminability on D0

r
. However, optimizing all terms simul-

taneously may cause some destructive interference, thereby
diminishing the overall effectiveness. To address this, we
use an alternating training scheme that switches between
forget and recover phases after each epoch. In the forget
phase, we remove the information of Df using LDA and
LSD. Subsequently, in the recover phase, we reinstate the
knowledge of D0

r
that might have been compromised. This

process is repeated until convergence. We find that this al-
ternating training scheme, combined with the proposed loss
functions, effectively eliminates the knowledge of Df while
minimizing the loss of information on D0

r
.

4. Verification of Machine Unlearning
4.1. Limitations of existing metrics

As mentioned in Section 2.1, the primary goal of approx-
imate unlearning methods is to derive an unlearned model,
✓u, that is statistically indistinguishable from the retrained
model, ✓r. To determine whether ✓u is statistically similar to
✓r, previous works often rely on the following two metrics:

• Forget set accuracy: The accuracy on the forget set
given model parameters ✓, Acc(Df |✓), is often used
to evaluate how well the forget samples are unlearned.
In the context of class unlearning, the forget set accu-
racy of the retrained model, Acc(Df ; ✓r), is ideally 0%;
similarly, Acc(Df ; ✓u) should also be 0%.

• MIA success rate: Membership inference attack [31]
(MIA) is a type of privacy attack where an adversary
attempts to predict whether a particular data sample
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Table 2. Test results for existing evaluation metrics, averaging over five different configurations. Trivially finetuned models, applied only to
the linear classifiers, achieve the desirable unlearning results across all datasets, despite not being actually unlearned.

CIFAR-10 CIFAR-100 Tiny-ImageNet

Method Acc(Df ) MIA Acc(Df ) MIA Acc(Df ) MIA

Original 92.9 0.91 76.8 0.91 51.2 0.89
Retrained 0.0 0.37 0.0 0.18 0.0 0.14
FT (classifier only) 0.0 0.00 0.0 0.01 0.0 0.18

was used to train a machine learning model. Ideally,
the membership status of Df should be predicted as
non-training samples, leading in a lower MIA success
rate.

However, we find that optimal scores for both metrics can
be achieved by simply finetuning (FT) the classifier of ✓o (a
single linear layer) on a small subset of Dr. Table 2 demon-
strates this by evaluating the original, retrained, and trivially
finetuned models on three datasets using the Acc(Df |✓) and
MIA metrics. As shown, the finetuned model achieves 0%
accuracy on the forget set across all datasets and even out-
performs the retrained model in terms of MIA. These results
suggest that both the forget set accuracy and MIA success
rate metrics may not accurately reflect model unlearning
performance, as they can be easily manipulated without any
actual unlearning3. Therefore, it is essential to reconsider
the fundamental purpose of model unlearning and develop
metrics that better represents unlearning efficacy.

4.2. Evaluation metrics with semantic information
The primary purpose of unlearning is to prevent infor-

mation leakage, particularly relating to privacy breaches.
For generative models, the outputs embody semantic infor-
mation, often including sensitive details such as images or
texts. Therefore, it is crucial to focus on the outputs of these
models to prevent the generation of sensitive content. In con-
trast, discriminative models output low-dimensional score
vectors, which typically do not explicitly reveal any sensitive
information and can be easily manipulated, as also shown in
Table 2. Consequently, to better evaluate machine unlearning
in discriminative models, we argue that validation metrics
should focus on the feature representations, which encode
sensitive semantic information, rather than on the outputs.
To achieve this, we utilize linear probing (LP), F1 score, and
normalized mutual information (NMI) metrics to quantify
the level of semantic information pertaining to Df that is
encoded in the unlearned model.

Linear Probing Linear probing (LP) has been extensively
used to evaluate the quality of feature representations ex-
tracted by pretrained models [1, 4, 15], and has also been

3We also describe a few other methods to exploit Acc(Df |✓) and MIA
in Section D.2 of the Appendix.

used to analyze the degree of stability and plasticity changes
in recent continual learning methods [19]. Consequently, it
is equally feasible to employ LP to evaluate the effectiveness
of information elimination in the context of unlearning.

F1 and NMI In addressing privacy leakage, we also adopt
the F1 score and normalized mutual information (NMI) in-
dex. Both the F1 and NMI metrics assess the identifiability
of Df through clustering based on feature representations,
with higher values suggesting Df is more easily identifiable.
More details regarding the implementation of F1 and NMI
are provided in the Appendix.

5. Experiment

5.1. Experimental setup

Datasets and baselines We conduct experiments on the
standard benchmarks for machine unlearning: CIFAR-10,
CIFAR-100 [21], and Tiny-ImageNet [23]. We compare
our framework, MUDA, with existing approximate unlearn-
ing approaches, which include Finetuning (FT) [34], Neg-
Grad [33], SCRUB [22], Fisher Forgetting [10], Exact
Unlearning-k [9], Catastrophic Forgetting-k [9]. We addi-
tionally employ NegGrad+FT, which alternates each epoch
between maximizing the classification loss on Df and min-
imizing it on Dr. To reproduce the compared approaches,
we primarily follow the settings from their original papers,
adjusting the parameters only when it leads to improved
performance.

Implementation details We adopt a ResNet-18 [16] as the
backbone network, where we replace the batch normalization
with the group normalization [35]. We train ✓o from scratch
without pretraining using an SGD optimizer with a learning
rate of 0.1, an exponential decay of 0.998, a weight decay
of 0.001, and no momentum. For unlearning, we use a
learning rate of 1⇥10�3 over 200 iterations, setting ↵ = 0.1
and � = 0.01 unless specified otherwise. Our framework
is implemented using PyTorch [28] and experimented on
NVIDIA RTX A5000 GPUs. Please refer to Section B in the
Appendix for further implementation details.
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Table 3. Class unlearning results on the CIFAR-10 dataset averaging over five different configurations. Values in parentheses indicate the
absolute difference from the “Retrained” setting, and those with the smallest absolute difference are bolded.

Method Train set DA(Df |Dr) LP(Df ) LP(Dr) F1 NMI

Original - 0.34 92.9 92.5 0.99 0.96
Retrained Dr 0.79 65.4 92.1 0.54 0.31

FT D0
r

0.60 (0.19) 81.8 (16.4) 90.6 (1.5) 0.72 (0.18) 0.50 (0.19)
NegGrad Df 0.55 (0.24) 66.8 (1.4) 90.2 (1.9) 0.51 (0.03) 0.23 (0.08)
NegGrad+FT D0

r
[Df 0.67 (0.12) 75.8 (10.4) 91.6 (0.5) 0.56 (0.02) 0.35 (0.04)

Fisher D0
r

0.37 (0.42) 88.5 (23.1) 90.2 (1.9) 0.97 (0.43) 0.89 (0.58)
SCRUB D0

r
[Df 0.41 (0.38) 74.7 (9.3) 92.0 (0.2) 0.76 (0.22) 0.59 (0.28)

EU-k D0
r

0.73 (0.06) 68.1 (2.7) 90.7 (1.4) 0.73 (0.19) 0.46 (0.14)
CF-k D0

r
0.60 (0.19) 81.3 (15.9) 92.1 (0.0) 0.66 (0.12) 0.43 (0.12)

MUDA (Ours) D0
r
[Df 0.79 (0.00) 66.4 (1.0) 92.3 (0.2) 0.54 (0.00) 0.31 (0.00)

Experimental configurations All experimental results are
averaged over five different runs, each with a distinct con-
struction of Df . In the class unlearning setting, we construct
Df by choosing the forget class from classes {1, 3, 5, 7, 9}
for CIFAR-10, classes {1, 21, 41, 61, 81} for CIFAR-100,
and classes {1, 41, 81, 121, 161} for Tiny-ImageNet. In the
subclass unlearning setting, we follow the approach in prior
work [8] and select five different subclasses4 to be forgotten
in CIFAR-20. As detailed in Section 2.2, for all approximate
unlearning algorithms, we assume the availability of only a
fixed subset of Dr, referred to as D0

r
, during the unlearning

process. To ensure the practicality of these algorithms, we
set the size of D0

r
to be equal to the size of Df .

Evaluation metrics We evaluate our method with the eval-
uation metrics proposed in Sections 3.2 and 4.2, including:
1) dimensional alignment, DA(Df |Dr), 2) linear probing
metrics, LP(Df ) and LP(Dr)5, 3) F1 score, and 4) NMI
score. Higher values are preferred for the DA(Df |Dr) and
LP(Dr) metrics, whereas lower values are preferred for the
other metrics. Please refer to our supplementary document
for the detailed descriptions. We also report results using
existing unlearning evaluation metrics, such as Acc(Df ),
Acc(Dr), and the MIA score, in the Appendix.

5.2. Main results
CIFAR-10 The results for CIFAR-10 are presented in Ta-
ble 3. Judging by the drop in LP(Df ) from 92.9% (original)
to 66.4%, our framework effectively eliminates information
regarding Df , all the while maintaining discriminability on
Dr, as indicated by maintaining a high LP(Dr) of 92.3%.
Furthermore, the DA, F1, and NMI metrics for our unlearned
model is nearly identical to those of the retrained model, sug-
gesting that the structure of the feature space of the two
models are extremely well aligned. Among the baseline

4
baby, lamp, mushroom, rocket, sea

5Note that we evaluate the corresponding test set of Df and Dr for the
LP(·) metric.

methods, NegGrad and EU-k seem to successfully remove
the knowledge of Df , but this comes at the cost of a 2%p per-
formance drop on LP(Dr). On the other hand, SCRUB and
CF-k do not degrade performance on Dr but show limited
effectiveness in unlearning.

Tiny-ImageNet and CIFAR-100 The results for Tiny-
ImageNet and CIFAR-100, as shown in Tables 4 and B
respectively, mostly mirror those observed with the CIFAR-
10 dataset, where our framework remains effective according
to all metrics. Notably, EU-k experiences a significant drop
in performance in terms of LP(Dr). This decline is due
to the algorithm’s need to retrain the last few layers of the
model from scratch, a process that is impractical in real-
world scenarios with only a limited subset of training data
available.

Overall Since the goal of machine unlearning is for the
unlearned model to be statistically similar to the retrained
model, we use the retrained model’s score as a reference
point for all metrics. Achieving a low difference between the
unlearned and retrained models is ideal. Across all datasets
and metrics, our framework consistently shows the greatest
similarity to the retrained model, demonstrating its effective-
ness. We also highlight that our dimensional alignment (DA)
metric consistently correlates well with other measurements
across all algorithms and experimental settings.

5.3. Analysis

Subclass unlearning We validate the compared algo-
rithms under a subclass unlearning scenario, where Df con-
sists of samples belonging to a specific subclass. We employ
the CIFAR-20 dataset, which is a variant of the CIFAR-100
dataset that groups 100 classes into 20 coarser-grained su-
perclasses based on semantic similarity. For the subclass
unlearning, we follow the approach in prior work [8] and
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Table 4. Class unlearning results on the Tiny-ImageNet dataset averaging over five different configurations. Values in parentheses indicate
the absolute difference from the “Retrained” setting, and those with the smallest absolute difference are bolded.

Method Train set DA(Df |Dr) LP(Df ) LP(Dr) F1 NMI

Original - 0.59 47.6 58.0 0.96 0.92
Retrained Dr 0.73 24.0 58.0 0.19 0.09

FT D0
r

0.60 (0.12) 45.6 (21.6) 56.2 (1.7) 0.66 (0.47) 0.55 (0.46)
NegGrad Df 0.74 (0.01) 29.6 (5.6) 55.1 (2.9) 0.22 (0.03) 0.12 (0.03)
NegGrad+FT D0

r
[Df 0.64 (0.09) 37.2 (13.2) 56.0 (2.0) 0.52 (0.33) 0.38 (0.28)

Fisher D0
r

0.66 (0.07) 34.8 (10.8) 47.0 (11.0) 0.39 (0.20) 0.25 (0.16)
SCRUB D0

r
[Df 0.64 (0.09) 35.6 (11.6) 55.8 (2.2) 0.52 (0.33) 0.40 (0.30)

EU-k D0
r

0.77 (0.05) 12.8 (11.2) 19.1 (38.9) 0.11 (0.07) 0.04 (0.05)
CF-k D0

r
0.63 (0.10) 40.8 (16.8) 52.7 (5.3) 0.48 (0.29) 0.33 (0.24)

MUDA (Ours) D0
r
[Df 0.70 (0.03) 26.0 (2.0) 57.4 (0.6) 0.21 (0.02) 0.10 (0.01)

Table 5. Subclass unlearning results on the CIFAR-20 dataset averaging over five different configurations. Values in parentheses indicate the
absolute difference from the “Retrained” setting, and those with the smallest absolute difference are bolded.

Method Train set DA(Df |Dr) LPsub(Df ) LP(Dr) F1 NMI

Original - 0.48 60.6 81.7 0.34 0.25
Retrained Dr 0.84 49.2 81.7 0.19 0.10

FT D0
r

0.74 (0.10) 54.4 (5.2) 81.6 (0.2) 0.23 (0.03) 0.13 (0.03)
NegGrad Df 0.51 (0.33) 53.4 (4.2) 80.6 (1.1) 0.33 (0.14) 0.23 (0.13)
NegGrad+FT D0

r
[Df 0.53 (0.31) 57.6 (8.4) 81.7 (0.0) 0.34 (0.15) 0.25 (0.15)

Fisher D0
r

0.68 (0.16) 40.8 (8.4) 75.7 (6.0) 0.31 (0.12) 0.20 (0.10)
SCRUB D0

r
[Df 0.57 (0.28) 56.6 (7.4) 81.7 (0.0) 0.34 (0.14) 0.23 (0.14)

EU-k D0
r

0.76 (0.08) 45.4 (3.8) 53.4 (28.4) 0.17 (0.02) 0.08 (0.02)
CF-k D0

r
0.50 (0.34) 51.6 (2.4) 81.6 (0.2) 0.31 (0.12) 0.23 (0.13)

MUDA (Ours) D0
r
[Df 0.78 (0.07) 48.8 (0.4) 81.5 (0.3) 0.15 (0.04) 0.06 (0.04)

select five different subclasses6 to be forgotten. For evalu-
ation, we primarily use the same evaluation protocol with
class unlearning, and additionally adopt LPsub(Df ), where
a linear probing classifier is trained for subclass prediction,
to assess the semantic information of Df specifically. Ta-
ble 5 presents that our framework successfully eliminate the
knowledge of subclass information, while maintaining the
performance on the original task.

Ablation study We perform the ablative experiments on
the CIFAR-10 dataset to analyze the effectiveness of the
proposed loss functions. Table 6 presents the results when
only the dimensional alignment and self-distillation losses,
respectively, are employed in our framework. The results
show that each loss term plays a crucial role to achieve
machine unlearning.

Defending against backdoor attack We evaluate our
framework under a scenario where machine unlearning is
employed as a means of defense against a backdoor at-
tack [13, 24]. A backdoor attack is typically carried out by
poisoning the training examples with triggers, e.g., a black

6
baby, lamp, mushroom, rocket, sea

Table 6. Ablative results of our framework on CIFAR-10 dataset.
For each metric, the smallest absolute difference from the retrained
setting are bolded.

LDA LSD DA(Df |Dr) LP(Df ) LP(Dr)

Retrained 0.79 65.4 92.1
0.34 92.9 92.5

X 0.76 69.6 91.3
X 0.67 71.1 92.3

X X 0.79 66.4 92.3

patch that is associated with incorrect target labels. When
the trained model encounters inputs with these triggers, it
incorrectly classifies them to the attacker’s intended label,
despite behaving normally on other inputs. Our objective
is to mitigate the effect of the backdoor trigger on model
prediction by unlearning the poisoned samples. For evalu-
ation, we measure the backdoor attack success rate (ASR)
and the accuracy on the clean test set, Acc(Dclean), as well
as the dimensional alignment. We experiment with various
incorrect target labels within the classes {1, 3, 5, 7, 9} of
CIFAR-10 and report the average results in Table 7. The
results demonstrate that amongst other unlearning methods,
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Table 7. Unlearning results on a defending against backdoor attacks,
each averaging over five different configurations. The smallest
absolute difference compared to the retrained model is highlighted.

Method ASR# Acc(Dclean)" DA

Original 99.52 91.00 0.54
Retrained 7.41 92.35 0.97

FT 11.53 88.96 0.91
NegGrad 12.08 89.59 0.93
NegGrad+FT 24.49 90.71 0.89
Fisher 99.46 84.91 0.41
SCRUB 57.86 87.79 0.66
EU-k 58.39 80.69 0.94
CF-k 72.36 90.10 0.72
MUDA (Ours) 8.29 91.21 0.96

Figure 3. Visualizing the training stability. Solid and dashed lines
denote the results of LP(Dr) and LP(Df ). Compared to NegGrad,
which requires well-timed early stopping, our framework converges
to a stable point.

our framework is the most effective at both countering the
backdoor attacks and maintaining the model performance on
clean samples. In contrast, although FT and NegGrad are
both relatively successful in reducing the attack success rate,
they compromise the overall model performance. Figure 4
visualizes the feature representations of the backdoor attacks,
before and after unlearning has taken place. In this figure,
points outlined in black represent the samples that have been
poisoned by a backdoor trigger. Figure 4(a) demonstrates
that these poisoned samples exhibit a shared semantic in the
feature representation space. Our framework successfully
eradicates the information pertaining to backdoor trigger, as
shown in Figure 4(b), purging the backdoor effects from the
model.

Training stability To verify the stability of our framework
during training, we evaluate LP(Dr) and LP(Df ) as train-
ing progresses, and compare these results with those from

(a) Original model (b) Ours

Figure 4. UMAP visualization of CIFAR-10 train set under a back-
door attack scenario, (a) before unlearning and (b) after unlearning
with our framework. Data points with black edges indicate the
forget samples, which are poisoned by a backdoor trigger.

NegGrad [33]. Figure 3 shows that the model unlearning
with our framework quickly converges to the desired perfor-
mance in terms of LP(Dr) and LP(Df ), and maintains this
performance even with excess training. On the other hand,
the model unlearned with NegGrad experiences quick and
sudden changes in LP(Dr) and LP(Df ), diverging to subop-
timal performance with more iterations. Thus, the timing of
early stopping is imperative to obtain an unlearned model
with reasonable performance, making it more difficult to use
NegGrad in practical scenarios.

6. Conclusion
We presented a novel machine unlearning framework by

leveraging feature representations. We began by developing
a novel metric, dubbed as dimensional alignment, which ana-
lyzes the unlearning in latent feature spaces by measuring the
alignment between eigenspaces of the forget and retain sets.
This metric serves as both a robust analytical tool and a pow-
erful objective for guiding the unlearning process. Our holis-
tic unlearning framework integrates dimensional alignment,
self-distillation, and an alternate training scheme to facilitate
effective and stable unlearning. Finally, we highlighted the
limitations of established evaluation metrics for machine un-
learning and introduced new feature-level evaluation metrics
that more accurately reflect the goals of machine unlearning.
We believe these contributions advance our understanding
and assessment of unlearning algorithms, moving the field
toward more reliable, effective, and transparent unlearning
practices in machine learning systems.

Acknowledgements This work was partly supported by
Samsung Advanced Institute of Technology (SAIT), and
by the National Research Foundation of Korea grant
[No.2022R1A2C3012210] and the Institute of Informa-
tion communications Technology Planning & Evalua-
tion (IITP) grants [No.RS-2022-II220959, No.RS-2021-
II211343, No.RS-2021-II212068], funded by the Korean
government (MSIT).

3213



References
[1] Guillaume Alain and Yoshua Bengio. Understanding inter-

mediate layers using linear classifier probes. arXiv preprint

arXiv:1610.01644, 2016. 5
[2] Lucas Bourtoule, Varun Chandrasekaran, Christopher A

Choquette-Choo, Hengrui Jia, Adelin Travers, Baiwu Zhang,
David Lie, and Nicolas Papernot. Machine unlearning. In
IEEE SP, 2021. 11

[3] Yinzhi Cao and Junfeng Yang. Towards making systems
forget with machine unlearning. In IEEE SP, 2015. 11

[4] Mathilde Caron, Hugo Touvron, Ishan Misra, Rafal
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