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Abstract

In computer-assisted surgery, automatically recognizing
anatomical organs is crucial for understanding the surgi-
cal scene and providing intraoperative assistance. While
machine learning models can identify such structures, their
deployment is hindered by the need for labeled, diverse
surgical datasets with anatomical annotations. Labeling
multiple classes (i.e., organs) in a surgical scene is time-
intensive, requiring medical experts. Although syntheti-
cally generated images can enhance segmentation perfor-
mance, maintaining both organ structure and texture dur-
ing generation is challenging. We introduce a multi-stage
approach using diffusion models to generate multi-class
surgical datasets with annotations. Our framework im-
proves anatomy awareness by training organ specific mod-
els with an inpainting objective guided by binary segmen-
tation masks. The organs are generated with an inference
pipeline using pre-trained ControlNet to maintain the or-
gan structure. The synthetic multi-class datasets are con-
structed through an image composition step, ensuring struc-
tural and textural consistency. This versatile approach al-
lows the generation of multi-class datasets from real binary
datasets and simulated surgical masks. We thoroughly eval-
uate the generated datasets on image quality and down-
stream segmentation, achieving a 15% improvement in seg-
mentation scores when combined with real images.

1. Introduction

Computer-assisted surgery (CAS) aims to improve assis-
tance for surgical teams and minimize complications dur-
ing surgical procedures [31]. A comprehensive understand-
ing of surgical anatomy is essential for implementing such

context-aware guidance in laparoscopic surgeries. More-
over, anatomy segmentation is a challenging computer vi-
sion task that serves useful in other downstream surgical
tasks such as action recognition [49], surgical skill assess-
ment [37, 58] and for navigation with segmentation [12].
Hence, training machine learning models on surgical im-
ages to semantically segment each anatomical structure
serves as a promising solution to improve interventional
healthcare.

Despite the remarkable progress in deep learning for se-
mantic segmentation, their application to surgical data sci-
ence faces a hindrance due to the necessity for large-scale
diverse and annotated data [31]. Generating a multi-class
dataset requires annotating every pixel representing each
anatomical structure within the surgical scene. In contrast,
binary annotations pertain to only one subject in an image.
The surgical field faces a challenge in that the expertise of
medical professionals, i.e., doctors, are required to annotate
the datasets, who have limited time resources [48]. Con-
sequently, this has led to very limited open-sourced multi-
class anatomical datasets such as HeiSurf [5] or the Dres-
den Surgical Anatomy dataset (DSAD) [7] with only a few
thousand images.

Simulation environments offer the capability to gener-
ate synthetic surgical images. This process is advantageous
because different labels, such as semantic masks, depth,
and normal maps, can be rendered automatically. Prior
works [9, 41, 44, 47, 59, 64] have demonstrated the usage of
synthetic images along with generative models such as gen-
erative adversarial networks (GANs) [19] to improve seg-
mentation. However, these methods often struggle to gen-
erate high-quality images with sufficient diversity.

Diffusion models (DMs) have emerged as a promising
approach to generative modeling [21, 53] and have sur-
passed the state-of-the-art GAN-based methods in image
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Figure 1. The generated multi-class surgical images (Generated images column) for three different surgical datasets (denoted by name on
the left side) with their corresponding semantic masks using our diffusion approach. Our approach can generate realistic and diverse organ
textures using the segmentation masks as masking and conditioning signals.

synthesis [11]. For surgical applications, precise control
over the shape and structure of organs is essential. How-
ever, achieving spatial alignment using only text prompts in
DMs is notably challenging [39, 55]. Recent research ef-
forts, such as ControlNet [65] and T2i-Adapters [35], have
introduced methods to control the output of DMs using ad-
ditional signals like segmentation masks and edge maps.

In this work, we create synthetic multi-class surgical
datasets with full-scene annotations. Our pipeline is based
on latent diffusion models conditioned by text prompts.
We utilize segmentation masks and formulate a diffu-
sion inpainting objective to make these diffusion models
understand the texture properties of different anatomies
(anatomy-aware). To precisely generate different anatom-
ical structures, we introduce an inference pipeline consist-
ing of pre-trained ControlNet [65] with extracted edge im-
ages as the controlling signal. We address the challenges of
multi-object compositionality by implementing an image-
fusing method to produce multi-class surgical images con-
taining diverse anatomical structures. We thoroughly eval-
uate the generated images and demonstrate their useful-
ness in the downstream segmentation of different anatom-
ical structures and surgical tools.

A natural question arises: What is the available seg-
mentation mask? We identify two possibilities. Firstly, we
have minimal segmentation masks from the open-sourced
(OS) surgical datasets (See Fig. 1). These masks accurately
represent the shapes of various organs in the dataset. We
use the OS masks to train the diffusion models and gener-
ate synthetic multi-class datasets through inpainting mod-
els, resulting in the first synthetic dataset (Syn). Secondly,

surgical simulations (SS) can provide full-scene segmen-
tation masks, although replicating the exact shapes of or-
gans in laparoscopic setting is time-consuming (See Fig. 4).
Consequently, the SS masks contain organs which approx-
imate the true shapes similar to those in real datasets. We
utilize the SS masks to generate images of different organs,
leading to the synthetic dataset (SS-Syn) that incorporates
the anatomical texture properties from real surgical datasets.

Contributions. We summarize our contributions as fol-
lows:

1. We introduce a multi-stage approach using diffusion
models to generate high-quality, realistic surgical im-
ages with full annotations in an anatomy-controlled
manner.

2. By modeling and integrating each semantic class
through separate organ-specific diffusion inpainting
models, our approach ensures organs’ shape and tex-
ture consistency in the generated images, surpassing
methods that rely on full-scene segmentation masks.
An additional benefit of our method is its capacity
to generate multi-class datasets using only real binary
datasets and multi-class simulation masks. This is es-
pecially advantageous when multi-class segmentation
labels are limited, but low-cost binary labels are avail-
able (see Sec. 5.4).

3. We thoroughly evaluate the generated images on im-
age quality and downstream segmentation of organs.
Our results show a 15% improvement in segmenta-
tion scores when models are trained on combined
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datasets of our generated and real images. To sup-
port research in surgical computer vision, we are re-
leasing the generated data along with their labels at
https://gitlab.com/nct_tso_public/muli-
class-image-synthesis.

2. Related Work

Diffusion Models DMs were initially introduced by
Sohl-Dickstein et al. [53] and have recently gained signif-
icant attention for their superior image synthesis perfor-
mance compared to GANs [11]. In Latent Diffusion Mod-
els (LDMs) [45], the diffusion process occurs in the la-
tent image space [14], reducing computational costs. Sta-
ble Diffusion (SD) [45] is a large-scale implementation of
LDM trained on natural images. The image generation was
conditioned using text prompts by encoding the text inputs
into latent vectors using pre-trained language models like
CLIP [42]. SD remains a competitive open-source LDM
model, and we use them to train on our surgical datasets.

Controllable Image generation To enable personaliza-
tion or customization, controlling the DMs is necessary.
Text-based editing has been achieved by adjusting text
prompts or manipulating the CLIP features [3,6,16,20,26].
ControlNet [65] proposes to attain spatial conditioning via
learning adapter networks similar to the Unet in LDMs.
Conditioning signals were learned with additional smaller
adapters that plug into DMs in T2i-Adapter [35]. Despite
their promise, these methods demand extensive computa-
tional resources and prolonged training times for adaption
to the surgical datasets. Additionally, generating multi-
subjects (classes) together is still a challenge that has yet to
be solved. In our approach, we use the advantages of Con-
trolNet for spatial conditioning on each organ and generate
the multi-class(subject) images via a simple image compo-
sition step.

Surgical image synthesis Studies on laparoscopic im-
age synthesis have primarily focused on image-to-image
(I2I) translation. Computer-simulated surgical images [41,
44, 59, 64], phantom data [50] and segmentation maps [33]
were used with GANs to synthesize realistic surgical im-
ages or video data. Frisch et al. [15] generated rare cataract
surgical images using DDIMs [54] and SD based I2I meth-
ods were explored in [25, 60]. Our method requires only
segmentation masks as input, and hence, this further re-
duces the simulation modeling efforts. Allmendinger et
al. [1] analyzed diffusion models like Dall-e2 [43], Ima-
gen [46] for laparoscopic image synthesis. Diffusion mod-
els have become popular for generating medical data [27],
especially MRI [13, 28] or CT images [30]. However, it is
essential to note that they differ in imaging modality from
surgical data. To our knowledge, this is the first study to
focus on generating multi-class surgical image datasets.

Segmentation strategy Data augmentation is widely

used to amplify existing datasets [51] and can be easily im-
plemented during training. Both color and geometric aug-
mentations have demonstrated improvements in segmenta-
tion performance for medical images [18]. In surgical con-
text, Jenke et al. [24] suggested an implicit labeling method
based on mutual information between classes for surgi-
cal images. We train segmentation models using various
augmentations as baselines and evaluate their performance
against our synthetically generated datasets.

3. Preliminaries
3.1. Stable Diffusion

Diffusion models [21,53] (DMs) are probabilistic gener-
ative models that iteratively generate images by removing
noise from an initial Gaussian noise image, xT ∼ N (0, I).
This includes a forward process defined as

xt =
√
ᾱtx0 +

√
1− ᾱtz, (1)

where z ∼ N (0, I), ᾱt is the noise schedule and x0 is
the clean image. In the backward process a neural network
ϵθ(xt, t, P ) learns to predict the added noise zt at each step
t by optimizing the loss, LDM ,

LDM = Ez∼N (0,I),t [∥z − ϵθ (xt, t, P )) ∥22
]
, (2)

where P is the guiding text prompt. In this work, we
leverage the pre-trained text-conditioned Stable Diffusion
(SD) [45] model, in which the diffusion process occurs in
the latent space using an image autoencoder.

3.2. ControlNet

ControlNet (CN) is a framework designed for controlling
pre-trained DMs’ image generation process by integrating
additional conditioning signals such as sketches, key points,
edges, and segmentation maps [65]. The model consists of
two sets of U-Net weights derived from the pre-trained DM:
with θc, that undergoes training using task-specific datasets
to accommodate the additional condition, cf and the frozen
copy, θL. Let Sf be the input feature map from SD, then
the feature map yc from the ControlNet is defined as,

yc = B(Sf ; θL)+C (B (Sf + C (cf ; Θs1) ; θc) ;Θs2) , (3)

where C(·; ·) denotes 1x1 zero-convolution layers with
Θ(·) parameters that links pre-trained SD with ControlNet
blocks and B(·; ·) is a neural block with a set of parameters.
We use pre-trained CN for spatial conditioning.

3.3. SDEdit

SDEdit is an image editing method that uses stochastic
differential equations (SDE) to solve the reverse diffusion
process [34]. A user-given image is firstly noised up to a
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specific limit depending on the specified noising strength,
and denoising starts from this noisy image, which serves as
a controlling signal, back to a realistic image. Text prompts
can be added as additional guiding signals during the de-
noising process. This method is used in the final stage for
image refinement in our pipeline.

4. Methodology
To generate the multi-class datasets, we begin with real

surgical images and segmentation masks to train the SD
model using an inpainting objective. An inference pipeline
containing this trained SD model and a pre-trained CN
model is utilized to generate different organs. The gener-
ated organs are then fused into a multi-class image during
the image composition stage. Finally, image refinement is
performed using the SDEdit approach. An overview of the
process is illustrated in Fig. 2.

4.1. Stable Diffusion inpainting

Our Stage-1 comprises training a diffusion inpainting
model. Given an image x with a mask m, the inpainting
model is trained to generate an object in the masked region.
Existing inpainting models randomly mask regions within
an image. As a result, only partial objects or background
areas can be generated in the masked region. Instead, we
use the existing segmentation mask of the individual or-
gans with the organ type as the corresponding text signal
for training. In the forward process, the mask m and its cor-
responding text prompt P for image x0 is used to obtain x̃t

with Eq. (1) as,

x̃t = xt ⊙m+ x0 ⊙ (1−m), (4)

The model ϵθ learns to predict the added noise zt with the
objective

LDM = Ez∼N (0,I),t [∥z − ϵθ (x̃t, t, P,m)) ∥22
]
, (5)

We sample for T steps starting from xT = ϵ⊙m+x0⊙(1−
m) to obtain the inpainted result x0. The inpainting objec-
tive focuses specifically on the masked region, which leads
to the diffusion models learning the texture of each organ.
We call this model Surgical Stable Inpaint (SSI). We split
the segmentation mask into N individual organs and train
the SSI model N times separately. In this manner, we make
our approach aware of each individual anatomy. As an addi-
tional flexibility this allows the introduction of new organs
into a multi-class scene and only that diffusion model needs
to be trained. Our approach adds minimal overhead in train-
ing compared to other methods based on GANs or DMs.
Additionally, we fine-tune a SD model with only Eq. (2)
with all combined organs for the image refinement stage,
which is explained below.

4.2. Inference with ControlNet

In Stage-2, anatomical structures are generated using
CNs. Our preliminary results indicated that maintaining
anatomical structures solely with segmentation masks and
text prompts proved challenging. Hence, we opted for
a simplified inference stage using pre-trained CN models.
Training a CN model from scratch requires extensive com-
putational resources and a large dataset. For instance, the
CN model controlled by segmentation maps (CN-Seg) was
trained with 164k images [65]. Hence, we circumvent this
process by integrating a pre-trained CN model into the in-
painting SSI (SSI-CN) model to control the shape and tex-
ture of the generated organs precisely. The number of
classes for the pre-trained CN-Segmodel did not match our
surgical datasets, so we opted for the pre-trained soft edge
CN model, which uses extracted edge images from the seg-
mentation masks as the conditioning signal. Given an input
image and a mask, the new organ texture is inpainted only
in the masked region leaving the background the same.

4.3. Image composition

In Stage-3, we generate the multi-class synthetic
datasets. The different generated anatomical structures with
SSI-CN model are cut out per organ from the generated
image using the separate masks and combined to form the
newly composed image. This results in an image compris-
ing multiple classes with corresponding semantic labels.

4.4. Image enhancement stage

We noticed that the image composition operation intro-
duced sharp edges between the organs and lighting artifacts,
which is not present in real surgical images (see Fig. 3).
Hence, in Stage-4, we perform an image enhancement step
using SDEdit [34]. We use the SD model trained with all
organs combined with SDEdit to remove the inconsisten-
cies introduced in the previous Stage-3. Low levels of noise
has shown to improve texture components in images [52]
and hence this step can be optionally added to maintain the
overall texture.

5. Experiments & Results
In this section, we explain our experimental setup and

the evaluation procedure for the generated synthetic images.
We evaluate the generated datasets on image quality and
their utility as training data for downstream segmentation.

5.1. Data

For real surgical datasets, we used the Cholec-
Seg8K [22] dataset, which is a labeled (multi-class) subset
of Cholec80 [2] with 5080 training images and 2000 test
images, and the HeiSurf [5] dataset consisting of 330 train-
ing and 110 test images. Both these datasets involve the
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Figure 2. Overview of the diffusion approach to generate a multi-class dataset. Stage-1 involves training the SD inpainting model using the
real images and masks for each organ separately. In stage-2, pre-trained ControlNet is plugged into the SSI model (SSI-CN) to precisely
generate each anatomical structure using extracted edges from the segmentation mask. The image composition in stage-3 includes cutting
out each organ from the generated image and combining them together to form the multi-class surgical dataset. Stage-4 (optional) includes
an image refinement process using SDEdit [34] to rectify inconsistencies during the composition operation and generate the multi-class
images. We skip stage-1 for the simulated masks and start directly with the inference stages to generate the synthetic datasets.

Figure 3. The generated images before and after Stage-4. White
boxes show the inconsistent regions like sharp junctions between
organs.

surgical removal of the gall bladder (Cholec.). Secondly,
we utilize the DSAD dataset, which has binary (BN) seg-
mentation masks of 1000 images for each 11 organs and a
multi-class (MC) subset of 1400 images containing six or-
gans. We use the labels (six organs) common to both the
datasets. It is to be noted that the MC-subset is smaller in
number of images compared to the BN datasets. We used
simulated masks from from Pfeiffer et al. [41] and Rivoir et
al. [44] for the Cholec. and DSAD datasets respectively.

5.2. Task implementation

We design two distinct tasks to showcase our method’s
ability to work with multi- and binary-class datasets.

Task T1: Multi → Multi In this task, we use the
multi-class segmentation masks from the CholecSeg8k and
HeiSurf datasets. As explained in Sec. 4.1, the masks are
split into binary classes for training and images are gener-
ated via fusion in Stage-3.

Task T2: Binary → Multi We re-iterate in this task on
how our diffusion approach can be used to train only on
real binary datasets and construct multi-class datasets. We
use only the binary dataset (BN) from the DSAD dataset
to train the diffusion models. For Stages 2 and 3, we use
this dataset’s multi-class (MC) segmentation masks as in-
puts and generate the multi-class synthetic datasets. For
both tasks, we also use the simulated masks directly from
Stage-2.

Implementation details We use Stable-Diffusion in-
painting v1.5 as the base diffusion model. The model was
fine-tuned for 1500 steps with a 1e−5 learning rate. The
Soft Edge CN model was used during inference (Stage 2)
with a conditioning scale of 0.5. For the details on the
text prompts, kindly refer to the SM. Our training setup for
six organs takes 3.5 hrs, whereas fine-tuning a pre-trained
CN model already takes 3.2 hrs on Nvidia RTX A5000
GPUs. An image is generated in 5.25s using the inference
pipeline(Stage-2 to Stage-4). For Stage-4, the SD model is
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Method CFID (↓) KID (↓) CMMD(↓) LPIPS(↓)
SPADE [38] 391.85±6.53 0.39±0.04 1.94±0.13 0.60±0.03

Pix2PixHD [61] 371.81±8.81 0.50±0.02 2.47±0.06 0.72±0.02

ControlNet [65] 360.22±8.82 0.45±0.05 2.22±0.03 0.71±0.03

T2i-Adapter [35] 358.50±8.57 0.56±0.03 4.17±0.15 0.76±0.03

Ours-SS-Syn 337.16±3.23 0.42±0.01 1.75±0.08 0.74±0.01

Ours-Syn 348.04±9.10 0.39±0.03 1.69±0.10 0.58±0.03

Table 1. Image quality comparison on CholecSeg8K dataset.
Our synthetic datasets show better quality than GAN or diffusion
based approaches.

trained for 4 mins and the inference took 1.1s, as only ten
sampling steps were used for image refinement. We con-
sider this to be a minimal overhead in comparison to anno-
tating the surgical scenes.

5.3. Evaluation

Baselines We compare our approach to popular se-
mantic image synthesis GANs such as SPADE [38],
SPADE-vae [38] and Pix2PixHD [61]. For the diffusion
approaches, we used the SD model trained on all organs
as the base model and trained the ControlNet [65] and
T2i-Adapter (T2i) [35] from scratch conditioned on the
multi-class labels from the real surgical datasets. We also
fine-tuned the pre-trained Soft edge CN (ControlNet-SE)
and Canny T2i (T2i-Adapter-CY). These models serve as
powerful baselines for mask-conditioned image generation.

Image quality Firstly, we evaluate the quality and
diversity of the generated images. We employ different
metrics to compare the generated image quality. We use
the popular metric CFID [40] and KID [4] to measure the
realism of the images. The CMMD score [23] measures the
image quality on better-extracted features from CLIP and is
suitable for smaller datasets as it is unbiased, unlike CFID.
Finally, we compute the LPIPS [66] metric, highlighting
the image’s perceptual quality.

Downstream semantic segmentation We asses the util-
ity of generated images by performing two evaluations: (1).
To compare our approach to other image synthesis meth-
ods, we train a DV3+ [8] model with the generated images
from different image synthesis methods and fine-tune them
on the real images. The model performance is evaluated
on the test set of the real dataset. (2). We train different
state-of-the-art segmentation models such as Unet++ [67],
UperNet [62] and Segformer [63] models. As baselines, we
train each model using no augmentations, color augmen-
tations, and a combination of color and spatial augmenta-
tions. We curated a list of these different augmentations
from prior works [17, 18, 24, 29, 36, 56, 57]. For Task 2:
Binary → Multi, we train implicit labeling method [24]

Method Dice (↑) IOU (↑) HD(↓)
SPADE [38] 0.58±0.01 0.46±0.02 119.30±1.75

SPADE-vae [38] 0.56±0.01 0.44±0.01 109.86±1.94

Pix2Pix-HD [61] 0.58±0.01 0.44±0.01 110.58±0.82

ControlNet [65] 0.57±0.01 0.44±0.01 115.59±6.80

ControlNet-SE [65] 0.61±0.01 0.48±0.02 107.54±3.49

T2I-adapter [35] 0.59±0.02 0.46±0.01 117.55±1.63

T2I-adapter-CY [35] 0.60±0.03 0.46±0.02 110.01±3.21

Ours-SS-Syn 0.64±0.05 0.51±0.05 95.86±8.25

Ours-Syn 0.68±0.01 0.56±0.01 95.93±6.89

Table 2. Segmentation comparison on the CholecSeg8K
dataset (T1:Multi→Multi). The results of the model trained using
our synthetic data outperforms all the baselines.

and fine-tune this model on the MC subset as a baseline.
We compare the performance of these methods against the
models that are trained on our datasets. Syn denotes syn-
thetic dataset using mask from the real surgical datasets and
SS-Syn uses masks from surgical simulations. Following
suggestions from [32], we chose Dice, IOU, and Hausdorff
distance (HD) as the segmentation evaluation metrics and
ignore the bg. as we inpaint only the masked organ region.
The readers can refer to the suppl. material for more details
on the training process.

5.4. Results

(Task 1: Multi → Multi) (1). CholecSeg8K: The im-
age quality evaluation results are indicated in Tab. 1. Over-
all, the results indicate that our approach generates high-
quality and diverse surgical images. Fig. 4 shows gener-
ated images from SS masks, further indicating that our
approach can be used to generate organs with different
shapes and textures. Tab. 2 indicates the segmentation re-
sults using the generated images from different approaches.
The ControlNet-SE shows a dice score of 0.61 and IOU
of 0.48, which outperforms the GAN methods. Our Syn
dataset leads to 8% improvement in dice and outperforms
the ControlNet-SE model. The SS-Syn dataset performs bet-
ter than other baselines and falls slightly short of the Syn
dataset.

The segmentation performance of different models using
data augmentation is shown in Tab. 3. Overall, adding color
and spatial augmentations improved the performance across
three models on the real surgical datasets. The results show
that only using the Syn dataset already matches the scores of
the real images. We consistently see performance improve-
ment across all the segmentation models when combined
Syn+Real training is done. The SS-Syn+Real dataset scores
are similar to those of the Syn datasets. We hypothesize that
the remaining performance difference can be attributed to
the organ shape between the domains.

(2). HeiSurf: The results on image quality in Tab. 4 in-
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Training scheme Unet++ [67] DV3+ [8] UperNet-Tiny [62]
Dice(↑) IOU (↑) HD (↓) Dice (↑) IOU (↑) HD (↓) Dice (↑) IOU (↑) HD (↓)

Real with no-aug 0.50±0.03 0.36±0.01 101.03±0.12 0.50±0.01 0.36±0.01 115.36±3.82 0.56±0.01 0.47±0.02 118.37±6.62

Real with color-aug 0.52±0.01 0.38±0.02 98.95±2.05 0.53±0.01 0.39±0.01 101.54±0.19 0.59±0.01 0.45±0.01 110.93±1.42

Real with color+spatial-aug 0.61±0.05 0.49±0.04 109.09±0.52 0.58±0.01 0.45±0.01 108.14±1.07 0.61±0.04 0.50±0.05 108.63±1.51

Ours only Syn 0.53±0.03 0.40±0.01 110.65±1.31 0.53±0.01 0.41±0.02 108.66±1.18 0.56±0.01 0.44±0.01 109.41±2.09

Ours-SS-Syn + Real 0.67±0.01 0.54±0.01 107.10±0.49 0.64±0.05 0.51±0.05 95.86±8.25 0.65±0.03 0.53±0.02 95.76±2.49

Ours-Syn + Real 0.64±0.03 0.51±0.01 101.96±1.43 0.68±0.01 0.56±0.01 95.93±6.89 0.67±0.01 0.54±0.01 99.97±2.24

Table 3. Evaluation on CholecSeg8K dataset using different segmentation models (T1:Multi→Multi). A 10% improvement was
noticed in the segmentation scores with combined training Syn+Real. The best scores are highlighted in bold.

Figure 4. The generated images using simulated masks (SS). By
using SS masks, we can generate surgical images other than the
train datasets as the organ shapes differs with a similar organ tex-
ture to real datasets.

Method CFID (↓) KID (↓) CMMD(↓) LPIPS(↓)
SPADE [38] 382.55±2.32 0.35±0.05 2.08±0.04 0.70±0.04

Pix2PixHD [61] 347.75±4.12 0.39±0.04 3.81±0.10 0.82±0.04

ControlNet-SE [65] 380.68±3.41 0.32±0.05 2.09±0.03 0.85±0.03

T2i-Adapter-CY [35] 409.16±3.67 0.34±0.05 1.07±0.05 0.78±0.03

Ours-SS-Syn 351.09±2.70 0.39±0.05 0.69±0.03 0.69±0.04

Ours-Syn 369.62±8.15 0.31±0.01 0.57±0.02 0.68±0.01

Table 4. Image quality comparison on HeiSurf dataset. The im-
ages generated from our method shows better image quality than
other methods.

dicates that our approach is better in maintaining realism of
the images. For such smaller datasets, other image synthe-
sis methods suffer to generate images suitable for the ap-

Training scheme Unet++ [67] DV3+ [8]
Dice(↑) IOU (↑) HD (↓) Dice (↑) IOU (↑) HD (↓)

Real with no-aug 0.40±0.02 0.29±0.01 148.36±2.56 0.30±0.05 0.20±0.07 239.57±9.69

Real with color-aug 0.42±0.01 0.30±0.02 165.76±2.02 0.42±0.01 0.30±0.02 180.41±3.61

Real with color+spatial-aug 0.45±0.01 0.32±0.01 247.21±8.15 0.40±0.02 0.31±0.01 206.34±3.04

Ours only Syn 0.42±0.01 0.30±0.01 201.20±9.01 0.35±0.02 0.24±0.01 205.34±3.62

Ours-SS-Syn + Real 0.55±0.01 0.36±0.02 211.81±2.47 0.47±0.01 0.33±0.01 170.63±2.19

Ours-Syn + Real 0.53±0.01 0.40±0.01 207.65±1.70 0.49±0.01 0.36±0.01 165.42±3.04

Table 5. Comparison of data augmentations on HeiSurf dataset
(T1:Multi→Multi). Using the generated images leads to improved
performance across the two models.

plication. Our Syn datasets leads to a 10% difference in
scores compared to other models (in suppl). Furthermore
as evidenced from Tab. 5, for the Unet++ architecture, the
combined training Syn+Real shows a 8% improvement in
both dice and IOU compared to the data augmentations on
the real images. For the DV3+ model, dice score improved
by 9% with a drastic improvement in HD scores when us-
ing the Syn dataset. These results further show that our ap-
proach is effective at capturing the texture of different or-
gans, thereby allowing the generation of surgical datasets.
Additonal qualitative results are in suppl. material.

(Task 2: Binary → Multi) The qualitative results are
presented in Fig. 5. Our method precisely generates the
organs according to the semantic mask. In contrast, the
GAN-based method fails to maintain image quality, and the
diffusion approaches fall short in maintaining spatial align-
ment. These results highlight the importance of the image
composition stage, which aids in preserving the organ struc-
tures while the diffusion process effectively generates their
textures. The segmentation scores shown in Tab. 6 indi-
cate that our method outperforms the baselines, achieving
an improvement of more than 8% in scores. Additionally,
in Tab. 7, the results demonstrate that combining the gener-
ated synthetic data leads to a 5% improvement in dice and
IOU for the DV3+ model, with a notable boost in HD scores
observed for the Segformer model. Combining the gen-
erated datasets with the implicit labeling method showed
smaller improvements.

Ablation study The results of the ablation study is
shown in Tab. 8. In Tab. 8 Config A, we removed the pre-
trained CN from Stage-2 and the image enhancement stage
(Stage-4) on the DSAD datasets. A decrease in segmenta-
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Figure 5. Image quality comparison on the DSAD dataset. The GAN methods (columns 2-4) fail to generate high quality images. The
diffusion methods (columns 5-8) generate organs with realistic looking textures, however the spatial alignment to the semantic label is
broken. Our method is able to maintain the shape and texture of different organs.

Method Dice (↑) IOU (↑) HD(↓)
SPADE [38] 0.75±0.01 0.67±0.04 93.63±0.33

SPADE-vae [38] 0.79±0.02 0.69±0.01 83.39±4.50

Pix2Pix-HD [61] 0.76±0.02 0.66±0.01 103.66±1.02

ControlNet [65] 0.76±0.03 0.67±0.01 101.67±3.71

ControlNet-SE [65] 0.78±0.02 0.68±0.01 95.53±3.08

T2I-adapter [35] 0.78±0.03 0.68±0.01 89.15±3.89

T2I-adapter-CY [35] 0.76±0.01 0.67±0.03 89.28±2.36

Ours-SS-Syn 0.82±0.01 0.73±0.04 86.32±4.15

Ours-Syn 0.83±0.01 0.74±0.01 92.50±6.05

Table 6. Segmentation eval. on DSAD dataset. Our
synthetic datasets show superior performance to other
baselines.

Training scheme DV3+ [8] Segformer [63]

Dice(↑) IOU (↑) HD (↓) Dice (↑) IOU (↑) HD (↓)
Real (MC) with no-aug 0.78±0.01 0.68±0.03 218.80±7.73 0.81±0.01 0.74±0.02 73.80±2.52

Real (MC) with color-aug 0.78±0.03 0.70±0.02 206.07±5.26 0.83±0.01 0.75±0.01 75.79±2.01

Real (MC) with color+spatial-aug 0.79±0.02 0.70±0.02 196.24±7.24 0.84±0.02 0.76±0.01 85.58±7.49

Implicit label [24] on Real (BN) 0.22±0.02 0.13±0.01 296.45±5.96 0.22±0.01 0.15±0.01 324.90±8.85

Implicit label on Real (BN) + Real (MC) 0.80±0.01 0.70±0.01 83.56±2.01 0.82±0.01 0.74±0.01 74.31±6.71

Ours only Syn 0.60±0.03 0.51±0.01 95.19±1.11 0.62±0.01 0.51±0.02 116.14±1.08

Ours Syn + Implicit label on Real (BN) + Real (MC) 0.81±0.01 0.70±0.02 81.32±4.59 0.84±0.02 0.76±0.02 69.52±3.35

Ours SS-Syn + Real (MC) 0.82±0.01 0.73±0.04 86.32±4.15 0.84±0.01 0.75±0.02 82.54±5.20

Ours Syn + Real (MC) 0.83±0.01 0.74±0.01 92.50±6.05 0.86±0.01 0.78±0.02 79.90±1.04

Table 7. Comparison of augmentations on DSAD dataset
(T2:Binary→Multi). BN denotes binary dataset and MC multi-class
subset. The combined Syn+Real on (MC) training method shows the best
performance across the two models.

Method Stage-2 CN Stage-4 Dice (↑) IOU(↑) HD(↓)
Config A × × 0.52±0.01 0.41±0.01 110.55±4.58

Config B × ✓ 0.55±0.02 0.42±0.01 102.10±2.42

Ours ✓ ✓ 0.60±0.03 0.51±0.01 95.19±1.11

Table 8. Ablation study on the DSAD dataset. Removing Stage-
4 or the CN from Stage-2 leads to drop in performance.

tion metrics is seen in this case. Similarly, we added Stage-
4 for Config B and saw minor improvements in the scores.
Config C, our approach highlights the need for a combina-
tion of both the stages shown by higher dice and HD scores.

6. Conclusion

In this study, we present a diffusion approach for gener-
ating multi-class surgical datasets. Our findings show that
guiding the generation process through inpainting and edge-
conditioning organ-specific models preserves both the tex-
ture and shape of the organs. Moreover, our approach al-
lows the creation of multi-class datasets using only binary
real datasets and multi-class simulated masks. The eval-

uation results confirm that our synthetic datasets are high
quality and valuable as downstream training datasets. As
our generated images contain realistic textures they can be
effectively utilized as pre-training datasets for other down-
stream surgical tasks like surgical target prediction or detec-
tion (Tab.5 in suppl.).

Limitations. Our approach produces realistic images,
but it has limitations. We train diffusion models on each or-
gan separately. Implementing spatial conditioning of sub-
jects like bounded attention [10] could be a promising so-
lution for multi-organ composition. Due to organ composi-
tionality we fall behind on maintaining the depth and light-
ing variations within the generated images. As a promis-
ing alternative pseudo depth maps combined with a defined
lighting for the scene could be integrated into the inference
pipeline.
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[37] Dóra Papp, Renáta Nagyné Elek, and Tamás Haidegger.
Surgical tool segmentation on the jigsaws dataset for au-
tonomous image-based skill assessment. In 2022 IEEE 10th

Jubilee International Conference on Computational Cyber-
netics and Cyber-Medical Systems (ICCC), pages 000049–
000056. IEEE, 2022. 1

[38] Taesung Park, Ming-Yu Liu, Ting-Chun Wang, and Jun-Yan
Zhu. Semantic image synthesis with spatially-adaptive nor-
malization, 2019. 6, 7, 8

[39] Gaurav Parmar, Krishna Kumar Singh, Richard Zhang, Yijun
Li, Jingwan Lu, and Jun-Yan Zhu. Zero-shot image-to-image
translation. In ACM SIGGRAPH 2023 Conference Proceed-
ings, pages 1–11, 2023. 2

[40] Gaurav Parmar, Richard Zhang, and Jun-Yan Zhu. On
aliased resizing and surprising subtleties in gan evaluation.
In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 11410–11420, 2022.
6

[41] Micha Pfeiffer, Isabel Funke, Maria R Robu, Sebastian Bo-
denstedt, Leon Strenger, Sandy Engelhardt, Tobias Roß,
Matthew J Clarkson, Kurinchi Gurusamy, Brian R Davidson,
et al. Generating large labeled data sets for laparoscopic im-
age processing tasks using unpaired image-to-image transla-
tion. In Medical Image Computing and Computer Assisted
Intervention–MICCAI 2019: 22nd International Conference,
Shenzhen, China, October 13–17, 2019, Proceedings, Part V
22, pages 119–127. Springer, 2019. 1, 3, 5

[42] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry,
Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning
transferable visual models from natural language supervi-
sion. In International conference on machine learning, pages
8748–8763. PMLR, 2021. 3

[43] Aditya Ramesh, Prafulla Dhariwal, Alex Nichol, Casey Chu,
and Mark Chen. Hierarchical text-conditional image gen-
eration with clip latents. arXiv preprint arXiv:2204.06125,
1(2):3, 2022. 3

[44] Dominik Rivoir, Micha Pfeiffer, Reuben Docea, Fiona Kol-
binger, Carina Riediger, Jürgen Weitz, and Stefanie Spei-
del. Long-term temporally consistent unpaired video trans-
lation from simulated surgical 3d data. In Proceedings of
the IEEE/CVF International Conference on Computer Vision
(ICCV), pages 3343–3353, October 2021. 1, 3, 5

[45] Robin Rombach, Andreas Blattmann, Dominik Lorenz,
Patrick Esser, and Björn Ommer. High-resolution image
synthesis with latent diffusion models. In Proceedings of
the IEEE/CVF conference on computer vision and pattern
recognition, pages 10684–10695, 2022. 3

[46] Chitwan Saharia, William Chan, Saurabh Saxena, Lala
Li, Jay Whang, Emily L Denton, Kamyar Ghasemipour,
Raphael Gontijo Lopes, Burcu Karagol Ayan, Tim Salimans,
et al. Photorealistic text-to-image diffusion models with deep
language understanding. Advances in neural information
processing systems, 35:36479–36494, 2022. 3

[47] Swami Sankaranarayanan, Yogesh Balaji, Arpit Jain,
Ser Nam Lim, and Rama Chellappa. Learning from synthetic
data: Addressing domain shift for semantic segmentation. In
Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 3752–3761, 2018. 1

[48] Paul Maria Scheikl, Stefan Laschewski, Anna Kisilenko,
Tornike Davitashvili, Benjamin Müller, Manuela Capek,

2289



Beat P Müller-Stich, Martin Wagner, and Franziska Mathis-
Ullrich. Deep learning for semantic segmentation of organs
and tissues in laparoscopic surgery. In Current Directions
in Biomedical Engineering, volume 6, page 20200016. De
Gruyter, 2020. 1

[49] Lalithkumar Seenivasan, Sai Mitheran, Mobarakol Islam,
and Hongliang Ren. Global-reasoned multi-task learning
model for surgical scene understanding. IEEE Robotics and
Automation Letters, 7(2):3858–3865, 2022. 1

[50] Lalith Sharan, Gabriele Romano, Sven Koehler, Halvar
Kelm, Matthias Karck, Raffaele De Simone, and Sandy En-
gelhardt. Mutually improved endoscopic image synthesis
and landmark detection in unpaired image-to-image trans-
lation. IEEE Journal of Biomedical and Health Informatics,
26(1):127–138, 2021. 3

[51] Connor Shorten and Taghi M Khoshgoftaar. A survey on
image data augmentation for deep learning. Journal of big
data, 6(1):1–48, 2019. 3

[52] Chenyang Si, Ziqi Huang, Yuming Jiang, and Ziwei Liu.
Freeu: Free lunch in diffusion u-net. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 4733–4743, 2024. 4

[53] Jascha Sohl-Dickstein, Eric Weiss, Niru Maheswaranathan,
and Surya Ganguli. Deep unsupervised learning using
nonequilibrium thermodynamics. In International confer-
ence on machine learning, pages 2256–2265. PMLR, 2015.
1, 3

[54] Jiaming Song, Chenlin Meng, and Stefano Ermon.
Denoising diffusion implicit models. arXiv preprint
arXiv:2010.02502, 2020. 3

[55] Narek Tumanyan, Michal Geyer, Shai Bagon, and Tali
Dekel. Plug-and-play diffusion features for text-driven
image-to-image translation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 1921–1930, 2023. 2

[56] https : / / www . kaggle . com / c / prostate -
cancer - grade - assessment / discussion /
169108. Prostate cancer grade assessment (panda)
challenge, 2020. 6

[57] https : / / www . kaggle . com / c / rsna -
intracranial - hemorrhage - detection /
discussion/117330. Rsna intracranial hemorrhage
detection, 2020. 6

[58] S Swaroop Vedula, Anand Malpani, Narges Ahmidi, Sanjeev
Khudanpur, Gregory Hager, and Chi Chiung Grace Chen.
Task-level vs. segment-level quantitative metrics for surgical
skill assessment. Journal of surgical education, 73(3):482–
489, 2016. 1

[59] Danush Kumar Venkatesh, Dominik Rivoir, Micha Pfeiffer,
Fiona Kolbinger, Marius Distler, Jürgen Weitz, and Stefanie
Speidel. Exploring semantic consistency in unpaired image
translation to generate data for surgical applications. Interna-
tional Journal of Computer Assisted Radiology and Surgery,
pages 1–9, 2024. 1, 3

[60] Danush Kumar Venkatesh, Dominik Rivoir, Micha Pfeiffer,
and Stefanie Speidel. Surgical-cd: Generating surgical im-
ages via unpaired image translation with latent consistency
diffusion models. arXiv preprint arXiv:2408.09822, 2024. 3

[61] Ting-Chun Wang, Ming-Yu Liu, Jun-Yan Zhu, Andrew Tao,
Jan Kautz, and Bryan Catanzaro. High-resolution image syn-
thesis and semantic manipulation with conditional gans. In
Proceedings of the IEEE conference on computer vision and
pattern recognition, pages 8798–8807, 2018. 6, 7, 8

[62] Tete Xiao, Yingcheng Liu, Bolei Zhou, Yuning Jiang, and
Jian Sun. Unified perceptual parsing for scene understand-
ing. In Proceedings of the European conference on computer
vision (ECCV), pages 418–434, 2018. 6, 7

[63] Enze Xie, Wenhai Wang, Zhiding Yu, Anima Anandkumar,
Jose M Alvarez, and Ping Luo. Segformer: Simple and
efficient design for semantic segmentation with transform-
ers. Advances in Neural Information Processing Systems,
34:12077–12090, 2021. 6, 8

[64] Jihun Yoon, SeulGi Hong, Seungbum Hong, Jiwon Lee,
Soyeon Shin, Bokyung Park, Nakjun Sung, Hayeong Yu,
Sungjae Kim, SungHyun Park, et al. Surgical scene segmen-
tation using semantic image synthesis with a virtual surgery
environment. In International Conference on Medical Im-
age Computing and Computer-Assisted Intervention, pages
551–561. Springer, 2022. 1, 3

[65] Lvmin Zhang, Anyi Rao, and Maneesh Agrawala. Adding
conditional control to text-to-image diffusion models. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 3836–3847, 2023. 2, 3, 4, 6, 7, 8

[66] Richard Zhang, Phillip Isola, Alexei A Efros, Eli Shecht-
man, and Oliver Wang. The unreasonable effectiveness of
deep features as a perceptual metric. In Proceedings of the
IEEE conference on computer vision and pattern recogni-
tion, pages 586–595, 2018. 6

[67] Zongwei Zhou, Md Mahfuzur Rahman Siddiquee, Nima
Tajbakhsh, and Jianming Liang. Unet++: A nested u-net
architecture for medical image segmentation, 2018. 6, 7

2290


