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Abstract

Monocular 3D human pose and shape estimation is an
inherently ill-posed problem due to depth ambiguities, oc-
clusions, and truncations. Recent probabilistic approaches
learn a distribution over plausible 3D human meshes by
maximizing the likelihood of the ground-truth pose given
an image. We show that this objective function alone is
not sufficient to best capture the full distributions. Instead,
we propose to additionally supervise the learned distribu-
tions by minimizing the distance to distributions encoded
in heatmaps of a 2D pose detector. Moreover, we reveal
that current methods often generate incorrect hypotheses
for invisible joints which is not detected by the evaluation
protocols. We demonstrate that person segmentation masks
can be utilized during training to significantly decrease
the number of invalid samples and introduce two metrics
to evaluate it. Our normalizing flow-based approach pre-
dicts plausible 3D human mesh hypotheses that are consis-
tent with the image evidence while maintaining high diver-
sity for ambiguous body parts. Experiments on 3DPW and
EMDB show that we outperform other state-of-the-art prob-
abilistic methods. Code is available for research purposes
at https://github.com/twehrbein/humr.

1. Introduction
Reconstructing 3D human pose and shape from monocu-

lar images is a long-standing computer vision problem with
vast applications in e.g. robotics, medicine, sports, AR/VR
and animation. It is a fundamentally ill-posed problem,
because multiple 3D bodies can explain a given 2D im-
age. Apart from the inherent depth ambiguity, body parts
are often occluded or truncated and thus prevent the exis-
tence of a single unique solution. Consequently, there has
been an increasing interest in either estimating a fixed-size
set of solutions [3, 26, 39, 43, 47] or, more recently, mod-
eling the full 3D pose distribution conditioned on the 2D
input [7, 25, 35, 53–56, 68, 71]. In addition to the theoreti-

Figure 1. Our method models the full posterior distribution of
plausible 3D human meshes given an RGB image. By utilizing
heatmaps of a 2D pose detector, the learned distributions have
more meaningful diversity and are more accurate than distribu-
tions predicted by ProHMR [35]. Two mesh hypotheses and the
projection of 100 right wrist samples are shown. ⋆ is the ground-
truth 2D position of the right wrist.

cal advantages, several downstream tasks like autonomous
driving and video surveillance can benefit from having ac-
cess to multiple plausible solutions and their prediction un-
certainties. Furthermore, methods estimating a distribution
over body parameters can act as an effective conditional
prior for parametric model fitting [35, 55]. In this work, we
propose a method that learns the full posterior distribution
of plausible 3D human body parameters which is thus well
suited for all aforementioned applications.

Recent probabilistic 3D human mesh estimation ap-
proaches [7, 35, 53, 55, 71] employ a generative model
trained by maximizing the likelihood of the ground-truth
pose given an RGB image. To further constrain the learned
distribution and encourage consistency with the input, pose
hypotheses are typically projected to the image and super-
vised with ground-truth 2D keypoints. When only utiliz-
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ing these two objective functions, learning solely depends
on the availability of images with corresponding 3D human
mesh annotations. Ideally, one would have highly similar
images with significantly different plausible 3D bodies, es-
pecially for examples with occlusions. However, 3D an-
notations are still rather scarce and, as we argue, on its
own not sufficient to best capture the conditional 3D hu-
man mesh distribution. On the other hand, there exists
an abundant amount of images with ground-truth 2D poses
(e.g. [1,40,42,45,70]). Wehrbein et al. [68] were the first to
show that 2D detectors [63, 72] trained on such large scale
datasets encode joint occurrence probabilities in the pre-
dicted heatmaps that can be leveraged for probabilistic 3D
human pose estimation. They simplify each heatmap as a
2D Gaussian which is then used as condition and for super-
vision during training. DiffPose [25] computes a condition
based on samples drawn from the heatmaps, but does not
utilize them for supervising the generated distributions. In
contrast, our method directly uses the distributions encoded
in heatmaps as supervision target without having to over-
simplify them. Furthermore, we go beyond modeling only
the 3D positions of a small number of predefined joints.

In this work, we aim to train a probabilistic 3D human
mesh estimation method that fully utilizes an off-the-shelf
2D pose detector [72] to best capture the full posterior dis-
tribution of plausible 3D body poses given an RGB image.
We employ normalizing flows [31, 52] to model the condi-
tional distributions. The condition consists of an image fea-
ture vector together with the maximum-likelihood pose of a
2D detector. We show that although the image is used as in-
put, heatmaps provide important additional supervision sig-
nals (see Fig. 1). Our key contribution is to directly super-
vise the learned distributions during training by minimizing
the distance to the distributions encoded in the heatmaps.
This is done by generating multiple 3D hypotheses, project-
ing selected keypoints to the image, and comparing them
joint-wise with samples drawn from the heatmaps. As a
distance measure, we use the Maximum Mean Discrepancy
(MMD) [18], which only requires samples from the distri-
butions and no explicit density estimation. Hence, arbitrary
complex distributions can be reproduced, avoiding the need
of oversimplifying the heatmaps as in [68]. By distilling the
uncertainty information of a 2D detector into our 3D model,
we circumvent the problem of having insufficient 3D anno-
tations to learn the full 3D human mesh distribution.

Our second major contribution reveals a problem of cur-
rent multi-hypothesis human pose estimation approaches.
As shown in Fig. 2, we observe that incorrect samples are
often generated, where joints are visible that should be in-
visible. Such failure cases are not captured in current eval-
uation protocols and are likely caused by the common prac-
tice of only penalizing visible joints during training. To fill
this evaluation gap, we propose two simple metrics utiliz-

Figure 2. Multi-hypothesis 3D human pose estimation methods
(e.g. ProHMR [35]) often generate implausible hypotheses, with
joints visible that should be invisible. We significantly reduce the
number of incorrect hypotheses by utilizing segmentation masks
during training. ⋆ is the ground-truth 2D position of the left wrist.

ing person segmentation masks. The first metric measures
the percentage of generated joint samples that lie inside the
masks, and the second metric computes the minimum dis-
tance to the masks. The idea is that while it is not feasible to
describe all possible locations an invisible joint is allowed
to be, it is clear that all joints outside the person mask are
invalid. We additionally show that by utilizing the person
masks during training, we can decrease the number of in-
valid hypotheses generated by our model.

We evaluate our approach on 3DPW [65] and
EMDB [28], outperforming all competitors. Our main con-
tributions are summarized as follows:

• We show that probabilistic 3D human mesh estimation
benefits from predicted heatmaps of a 2D detector.

• We fully utilize the heatmaps by directly using them
for supervising the learned distributions of our model
in a sample-wise manner.

• We demonstrate that person masks can be used to de-
crease the number of incorrect hypotheses and intro-
duce two new metrics to evaluate it.

2. Related Work
This section first briefly introduces deterministic meth-

ods for monocular 3D human pose and shape estimation.
Subsequently, probabilistic approaches for reconstructing
3D human meshes and related work on probabilistic 3D hu-
man pose estimation from 2D keypoints are discussed.
Deterministic 3D pose and shape estimation. Most meth-
ods output a single deterministic estimate given a monoc-
ular image. Pioneering work [6, 19, 21, 36, 57] in this area
follow an optimization-based approach by fitting parame-
ters of a body model such as SMPL [46, 50] to 2D image
observations. However, the optimization process tends to
be slow and is sensitive to the initialization and the quality
of the given image cues. Starting with HMR [27], learning-
based approaches that directly regress the 3D body parame-
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ters from an image using a deep network became the leading
paradigm [12,13,20,33,34,41,44,62,66,67,73]. They typ-
ically consist of an image backbone such as ResNet [23] or
HRNet [63] followed by a regression head.

Probabilistic estimation. The ambiguity of reconstructing
3D human pose from a monocular image was already ex-
tensively analyzed by early work [8, 37, 38, 58–61]. They
specify posterior distributions of 3D poses given 2D obser-
vations together with sampling strategies to generate multi-
ple plausible solutions. More recently, several approaches
are introduced that use a deep generative model to directly
learn the posterior distribution. Li and Lee [39] and Oikari-
nen et al. [47] employ a Mixture Density Network [4] and
generate a fixed number of 3D pose hypotheses defined by
the mean of the Gaussian kernels. Sharma et al. [56] use a
variational autoencoder conditioned on 2D pose detections
which is more flexible and can produce an unlimited num-
ber of hypotheses. Since these approaches only take 2D
keypoints as input, they cannot correctly model occlusions.
Addressing this problem, Wehrbein et al. [68] propose to
utilize Gaussians fitted to heatmaps of a 2D pose detector.
They use them to condition a normalizing flow and for su-
pervising the learned distributions during training. Instead
of oversimplifying heatmaps as Gaussians, DiffPose [25]
computes an embedding based on samples drawn from the
heatmaps which is used to condition a diffusion model [24].
In contrast, we do not use an embedding of heatmap sam-
ples as condition, but use the samples directly to supervise
the learned distributions.

Other methods extend beyond 3D joints and aim to learn
the posterior of full 3D human bodies given an image.
Biggs et al. [3] modify HMR [27] to produce a fixed-size set
of hypotheses using multiple regression heads, while Sen-
gupta et al. [54] predict a Gaussian distribution over SMPL
body pose and shape parameters. HierProbHumans [54]
and ProPose [14] output a matrix Fisher distribution over
body pose rotations. To learn more expressive distribu-
tions over SMPL parameters, ProHMR [35] uses a normal-
izing flow based on the Glow architecture [30]. HuMani-
Flow [55] extends ProHMR to factorize full body pose into
per-body-part pose distributions in an autoregressive man-
ner. Other normalizing flow-based approaches are MHEn-
tropy [7] and HuProSO3 [11]. Diffusion models [24] are
also employed to tackle the ill-posed nature of 3D human
mesh recovery from monocular images [15, 71] and from
egocentric view [74]. However, they cannot assign like-
lihoods to each sample and cannot be used as conditional
prior for parametric model fitting. None of the methods try
to utilize uncertainty information encoded in the heatmaps
of a 2D pose detector, nor do they address the issue of gen-
erating incorrect hypotheses for occluded body parts.

3. Preliminaries
Human body representation. We use SMPL [46] to rep-
resent the 3D human body. SMPL is a differentiable para-
metric model that given pose and shape parameters outputs
a 3D mesh M(θ,β) ∈ RN×3 with N = 6890 vertices.
The body pose θ ∈ R24×3 consists of 23 relative joint ro-
tations plus a global orientation, whereas the shape param-
eters β ∈ R10 are coefficients of a PCA shape space. 3D
joint locations can be expressed as a linear combination of
mesh vertices J3D = WM ∈ RJ×3 using a regressor W .
Normalizing flows. A normalizing flow (NF) is a genera-
tive model used to learn arbitrarily complex data distribu-
tions through a series of invertible mappings of a simple
base distribution. Let Z ∈ RD be a random variable from a
base distribution pZ(z), typically specified as N (0, I), and
f : RD → RD an invertible and differentiable function.
The normalizing flow then transforms Z into a target dis-
tribution X = f(Z) using the change-of-variables formula

pX(x) = pZ(z)

∣∣∣∣det ∂f(z)∂z

∣∣∣∣−1

. (1)

Typically, f = fL ◦ . . .◦ f1 is the composition of multiple
functions, each implemented using a deep neural network.
To ensure that all fl are invertible, specialized flow archi-
tectures have been introduced [9, 10, 16, 30, 31, 48]. The
log-probability density of the target data distribution X is
then defined as

log pX(x) = log pZ(z)−
L∑

l=1

log

∣∣∣∣det ∂fl(zl−1)

∂zl−1

∣∣∣∣ , (2)

which can be directly optimized during training. By intro-
ducing a condition vector c ∈ RDc and using transforma-
tions x = f(z; c), f : RD × RDc → RD, NFs can model
conditional probability distributions pX|C(x|c) [69].

4. Method
Our goal is to learn the full posterior distribution of

plausible 3D human meshes given an image. Follow-
ing ProHMR [35], we model the distribution of SMPL
pose parameters using a normalizing flow, while predict-
ing deterministic estimates for shape and camera parameters
(Sec. 4.1). Unlike all previous work, we fully utilize pre-
dicted heatmaps of a state-of-the-art 2D pose detector [72],
since they encode useful information about joint occur-
rence probabilities. Our model not only uses the highest-
likelihood 2D pose as condition, but additionally directly
supervises the learned distribution with samples from the
heatmaps (Sec. 4.2). Furthermore, we exploit human seg-
mentation masks to penalize incorrect hypotheses for am-
biguous body parts (Sec. 4.3). An overview of the proposed
method is shown in Fig. 3.
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Figure 3. Overview of our approach. Given an image I , we model the full posterior distribution of plausible 3D human meshes using a
normalizing flow. In addition to maximizing the likelihood of the ground-truth pose, we supervise the learned distributions by minimizing
the Maximum Mean Discrepancy between heatmap samples and projections of 3D mesh hypotheses generated by our NF. Furthermore, a
segmentation mask loss is used to penalize invalid hypotheses. Body shape β and camera parameters πw are estimated deterministically.

4.1. Model Design

Given an image I cropped around a person, we first use
HRNet [63] as an image encoder to compute its context vec-
tor cI ∈ R720. Additionally, I is fed to the 2D pose de-
tector ViTPose [72] which outputs one heatmap per joint,
encoding the probability of a joint’s presence at each loca-
tion. The highest-likelihood 2D pose with its corresponding
confidence scores is then used as input to a small MLP to
produce a feature vector cP ∈ R256. Since human mesh es-
timation methods process images cropped around a person,
the location of the person in the original full-frame image is
lost, introducing extra ambiguity for global rotation estima-
tion. To retain this information, we follow CLIFF [44] and
use the center cx, cy and scale b of the person’s bounding
box normalized by the focal length f as feature vector:

cB = [cx, cy, b]/f. (3)

Finally, our condition is constructed by concatenating the
three feature vectors: c = [cI , cP , cB ] ∈ R979.

We employ a conditional normalizing flow to model
the posterior distribution of SMPL joint rotations
log pΘ|I(θ|c). The architecture is based on RealNVP [10]
which consists of multiple stacked affine coupling layers,
each predicting element-wise scale and shift coefficients for
an affine transformation. To stabilize training, we apply a
soft-clamping mechanism [2], preventing scale components
from diverging. We found that it is important to use
expressive non-volume preserving flows instead of simpler
volume-preserving ones [9] as used in ProHMR [35].

The full condition vector c is also utilized to regress de-
terministic estimates for the body shape β and for a weak-
perspective camera model πw = [s, tx, ty], employing the

same MLP architecture as in HMR [27, 35]. Using either
the ground-truth or an approximated focal length [32], we
transform the weak-perspective projection to perspective
projection parameters πp of the original image [44].

4.2. Sampling from Heatmaps

Most 2D pose estimators are optimized to regress one
heatmap per joint, with ground-truth heatmaps consisting
of a 2D Gaussian centered at the joint location. As a by-
product of training, heatmaps of a strong detector represent
the confidence (i.e. a value between 0 and 1) of the cor-
responding keypoint being at any location. A heatmap is
therefore a finite set of non-negative values, and can hence
be interpreted as a multinomial distribution with 48 × 64
possible outcomes (the output dimensions of ViTPose [72]).
We independently draw n samples per joint from the con-
structed distributions. Instead of using an embedding of the
samples as condition [25], we directly use them for super-
vising the learned distributions of our normalizing flow. To
this end, we draw n SMPL pose hypotheses from pΘ|I(θ|c)
and project the target keypoints to the image using the re-
gressed camera πp. For joint k, given heatmap samples
Ŝk = {ŝk,i}ni=1 and projected NF samples Sk = {sk,i}ni=1

both normalized to the range [-1, 1], we compute the Maxi-
mum Mean Discrepancy with kernel φ as

LMMD(Sk, Ŝk) =
1

n(n− 1)

n∑
i̸=j

φ (sk,i, sk,j)

+
1

n(n− 1)

n∑
i ̸=j

φ (ŝk,i, ŝk,j)−
2

n2

n∑
i,j=1

φ (sk,i, ŝk,j) .

(4)
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Note that we calculate the MMD joint-wise and not pose-
wise, because the heatmaps encode the occurrence proba-
bilities of joints independently. Since the detector tends to
overestimate the diversity of clearly visible keypoints, we
only use heatmap samples for uncertain joints, and n times
duplicated ground-truth positions for the certain ones.

4.3. Penalizing Incorrect Hypotheses

We aim to produce diverse 3D hypotheses, especially for
occluded body parts. However, we notice that the diversity
produced for invisible joints is sometimes too large, as ev-
idenced by samples generated that are visible (see Fig. 2).
To penalize these incorrect hypotheses, we propose to uti-
lize person segmentation masks. Intuitively, 3D hypotheses
that project outside the person mask are misaligned with
the image evidence and thus incorrect. As visualized in
Fig. 4, we compute an l1 loss, Lmask, between projected 2D
joints of NF samples that lie outside the person mask and
the closest corresponding heatmap samples. Note that this
is more efficient than optimizing the distance to the closest
mask pixel and, as we observe, leads to more robust train-
ing. We remove outside of mask heatmap samples before
computing the loss and find this more effective than remov-
ing these samples for MMD computation (Eq. 4). Unlike a
typical 2D reprojection loss which minimizes the distance
to the corresponding ground-truth keypoint, our mask loss
Lmask does not falsely restrict the learned distributions and
is hence suitable for occluded joints.

4.4. Optimization

Given an image with corresponding ground-truth SMPL
parameters, we minimize the negative log-likelihood of the
pose θ̂ and apply an MSE loss for the shape β̂:

LNLL = − log pΘ|I(θ̂|c),

Lβ = ∥β − β̂∥22.
(5)

Additionally, we compute an l1 loss between 2D ground-
truth keypoints, Ĵ2D, and projected keypoints of the approx-
imated mode of the output distribution θ∗, corresponding to
the NF sample with all-zeros latent vector z = 0:

L2D = ∥πp(WM(θ∗,β))− Ĵ2D∥1. (6)

Note that we apply this loss only to the approximated mode
prediction and not to random samples, as this helps produc-
ing better single-hypothesis estimates while not unneces-
sarily constraining the modeled distribution. Finally, since
we use the 6D rotation representation of [75] in our NF, we
regularize generated samples to be orthonormal with Lorth
following [35,74]. With the proposed MMD (Sec. 4.2) and
mask loss (Sec. 4.3), the overall loss is then defined as:

L = λβLβ + λ2DL2D + λNLLLNLL

+ λorthLorth + λMMDLMMD + λmaskLmask,
(7)

Figure 4. Visualization of the person mask loss Lmask for the left
wrist of the person in the center. We explicitly penalize hypotheses
for invisible joints that lie outside the person masks by minimiz-
ing the l1 distance to the closest corresponding heatmap samples.
Plausible hypotheses not penalized by Lmask are shown as green
dots, implausible ones as green triangles and heatmap samples as
blue squares. Best viewed with zoom and in color.

where λ are the corresponding weight coefficients.

4.5. Implementation Details

2D detector and heatmap sampling. We employ the state-
of-the-art model ViTPose-H [72] with the publicly available
checkpoint trained on multiple human datasets. To reduce
training time, we precompute ViTPose predictions with the
ground-truth image crop and save 150 heatmap samples per
joint using the 17 keypoints COCO skeleton [45] together
with their minimum distance to the person mask. Samples
with confidence smaller than 0.05 are discarded to suppress
outliers. Since in 3D human mesh estimation, the root joint
(pelvis) is typically centered in the crop and relative ro-
tations are estimated, the possible variance of joints close
to the root of the kinematic tree is limited. We found that
ViTPose often generates distributions with too much diver-
sity for these joints, as well as for the facial landmarks.
Therefore, we only use heatmap samples for joints that are
highly articulated (i.e. elbows, wrists, knees and ankles) and
uncertain. We define a keypoint as being uncertain if its cor-
responding ViTPose heatmap has a maximum confidence
value below 0.7, which typically happens due to e.g. occlu-
sion, motion blur or unusual clothing. Furthermore, we use
the maximum confidence values as proxy for the visibility
of joints, and set the threshold to 0.5. For non-highly articu-
lated joints, ground-truth positions are used and a prerequi-
site for applying LMMD is that the joint is visible. Finally, in
order to not falsely restrict the learned distributions, LMMD
is only applied if the ground-truth joint is inside the image
crop. We randomly draw n = 25 samples and use a mixture
of inverse multiquadratics kernels [2, 64]

φim
B (s, ŝ) =

∑
a∈B

a2

a2 + ∥s− ŝ∥2
(8)

with bandwidth parameters B = {0.05, 0.20, 0.90} [2].
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Person segmentation masks can be either obtained from
strong segmentation models (e.g. [17, 22, 29, 51]) or are al-
ready provided in synthetic human pose datasets [5,49]. To
penalize and later on evaluate incorrect hypotheses, it is cru-
cial that the person mask contains at least every pixel of the
image where the target person could be. However, this is
not the case if the person is occluded by another person or
by an object, because the mask only contains visible person
pixels. Thus, as shown in Fig. 4, we modify the segmenta-
tions by taking the union of all person masks in an image.
We detect object occlusions by projecting the ground-truth
body to the image and measuring the overlap with the cor-
responding mask. The mask loss Lmask is then not applied
to these examples, since it would be impractical to generate
segmentations for every possible objects occluding a per-
son. We define a ground-truth joint to be invisible if its
location is outside the image crop or its corresponding max-
imum confidence score is below 0.5.
Network and training details. As image backbone, we
use an HRNet-W48 [63] with pretrained checkpoint from
BEDLAM-CLIFF [5]. We freeze the weights as this signif-
icantly speeds up training while resulting in similar perfor-
mance. Since the training data contains images with heav-
ily overlapping people, ViTPose sometimes computes esti-
mates for a person other than the target. We filter out these
examples by thresholding the Euclidean distance between
ground-truth and ViTPose 2D poses. Further implementa-
tion and training details are provided in the supplementary.

5. Experiments

5.1. Datasets and Evaluation Metrics

Following BEDLAM-CLIFF [5], we train our model on
BEDLAM [5], AGORA [49] and 3DPW [65]. Since BED-
LAM and AGORA are synthetic datasets, they provide high
quality person segmentation masks which we utilize dur-
ing training. We do not apply our mask loss to examples
from 3DPW, as computing accurate masks for the crowded
scenes would incur a large overhead, while 3DPW only ac-
counts for a small fraction of the total training data.

We evaluate on the challenging in-the-wild datasets
3DPW and EMDB (subset 1) [28], and follow HuMani-
Flow [55] to assess the accuracy, input consistency and di-
versity of the estimated 3D human mesh distributions. The
distribution accuracy is measured by calculating the Mean
Per Joint Position Error (MPJPE), the MPJPE after Pro-
crustes Alignment (PA-MPJPE) and the Per Vertex Error
(PVE), all in mm. We report these metrics for the best 3D
hypothesis generated by the predicted distribution, evaluat-
ing whether the ground-truth is contained in the distribution.
To validate that all hypotheses are consistent with the input
image, we compute the Euclidean distance between visible
ground-truth 2D keypoints (2DKP) and the corresponding

reprojected predicted samples, averaged over 100 hypothe-
ses per image. Following [55], the 17 keypoints COCO
skeleton [45] is used and the 2DKP error is calculated in
256 × 256 pixel space. ViTPose confidence values with a
threshold of 0.5 are used as proxy for the visibility of key-
points. The distribution diversity is measured by generating
100 3D keypoint (3DKP) hypotheses, and computing the
average Euclidean distance to the mean for each keypoint
in mm. This is split into visible and invisible keypoints,
expecting higher diversity for invisible ones. Since for in-
visible joints, it is not meaningful to compute the 2DKP
error and a high diversity is even desired, hypotheses mis-
aligned with the image evidence are currently not captured
by the evaluation protocols. Thus, we introduce two met-
rics utilizing person segmentation masks which measure the
plausibility of hypotheses generated for invisible joints. We
define an invisible joint as plausible if it is inside the person
mask, and compute the percentage of hypotheses inside the
mask (PercIn) and the minimum Euclidean distance to the
mask (MinDist). Mask-RCNN [17] is employed to gener-
ate the segmentations. To ensure that all masks are of high
quality, we evaluate the mask metrics only on a subset of
EMDB. This subset is constructed by first selecting all im-
ages with at least two invisible keypoints and then manually
filtering for quality, resulting in 1760 person masks. EMDB
is used for evaluation instead of 3DPW since it contains less
cluttered scenes leading to more accurate mask estimates.

5.2. Quantitative Evaluation

Since models are often trained on different data and with
different backbones, we establish a baseline by training
ProHMR [35] on the same three datasets using the same im-
age backbone and denote this competitor as ProHMR†. Un-
fortunately, we could not successfully reproduce the train-
ing of HuManiFlow [55] and thus use the provided check-
point for evaluation (marked by *). All other numbers are
taken from the respective papers. To evaluate the distri-
bution accuracy of the probabilistic 3D human mesh esti-
mation methods, we calculate the minimum MPJPE, PA-
MPJPE and PVE of 100 hypotheses. Additionally, we re-
port results for a single deterministic estimate which we
generate by using an all-zeros latent vector for the normal-
izing flow, corresponding to the approximated mode of the
distribution. The results of our method and the state-of-the-
art competitors are shown in Table 1. We significantly out-
perform all competitors in all metrics on both 3DPW and
EMDB. Our method additionally yields better performance
for the conventional single prediction regression task than
BEDLAM-CLIFF [5] which is also trained on the same data
with the same backbone.

Table 2 compares the input consistency, sample diver-
sity and sample plausibility of recent probabilistic methods.
We achieve significantly better input consistency for the
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3DPW (14) EMDB (24)

Models MPJPE ↓ PA-MPJPE ↓ PVE ↓ MPJPE ↓ PA-MPJPE ↓ PVE ↓

B
es

to
f1

Biggs et al. [3] NeurIPS’20 93.8 59.9 - - - -
Sengupta et al. [54] CVPR’21 97.1 61.1 - - - -
ProHMR [35] ICCV’21 97.0 59.8 - - - -
HierProbHuman [53] ICCV’21 84.9 53.6 - - - -
HuManiFlow* [55] CVPR’23 83.1 53.9 98.6 113.9 76.4 133.0
BEDLAM-CLIFF [5] CVPR’23 66.9 43.0 78.5 98.0 60.6 111.6
ScoreHypo [71] CVPR’24 72.4 44.5 84.6 112.4* 77.9* 131.5*
ProHMR† [35] 71.7 43.5 84.7 98.2 60.4 114.5
Ours 62.2 40.9 73.9 84.3 56.1 97.7

B
es

to
f1

00

Biggs et al. [3] NeurIPS’20 74.6 48.3 - - - -
Sengupta et al. [54] CVPR’21 84.4 52.1 - - - -
ProHMR [35] ICCV’21 81.5 48.2 - - - -
HierProbHuman [53] ICCV’21 70.9 43.8 - - - -
HuManiFlow* [55] CVPR’23 64.5 40.0 75.5 88.7 56.5 100.6
ScoreHypo [71] CVPR’24 63.0 37.6 73.4 87.4* 58.5* 99.6*
ProHMR† [35] 55.0 34.7 65.7 76.7 47.1 87.3
Ours 46.2 29.8 54.4 63.6 40.9 72.0

Table 1. Comparison of the distribution accuracy of probabilistic 3D human mesh estimation methods on 3DPW [65] and EMDB [28].
Our model achieves state-of-the-art performance for both single hypothesis and best of 100 hypotheses 3D pose and mesh metrics. Rows
or numbers marked with * are computed using publicly available checkpoints, and † denotes a retrained baseline. Parenthesis denotes the
number of body joints used to calculate MPJPE and PA-MPJPE.

Figure 5. Qualitative results for challenging in-the-wild images with significant occlusions or truncations of body parts. Four samples from
the learned 3D human mesh distribution are shown together with the 2D projections of 100 hypotheses for a highly ambiguous joint.

mode and for random hypotheses than the competitors. Fur-
thermore, our generated 3D diversity is lowest for visible
joints while being reasonable high for invisible ones. The
ProHMR baseline fails to produce meaningful diversity, ev-
idenced by a relatively small difference in 3D spread for vis-
ible and invisible keypoints. While HuManiFlow achieves
reasonable diversity, its generated hypotheses are often in-

correct as evaluated by the introduced mask metrics. By
employing our proposed mask loss Lmask, the percentage of
plausible hypotheses increases, and the minimum mask dis-
tance decreases significantly. Additionally, Lmask leads to
a lower 3D spread for invisible joints, while the distribu-
tion accuracy does not deteriorate (see Table 3), showing
that only unnecessary diversity is removed. Overall, our
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Consistency Diversity Plausibility
2DKP Error ↓ 3DKP Spread Mask Metrics

Models Mode / Samples Vis. / Invis. PercIn↑ / MinDist↓

3D
PW

HF* [55] 5.73 / 7.26 42.0 / 91.7 -
PHMR† [35] 6.91 / 9.22 57.0 / 74.0 -
Ours w/o Lmask 4.79 / 5.96 35.3 / 80.0 -
Ours w/ Lmask 4.77 / 5.94 34.8 / 75.1 -

E
M

D
B

HF* [55] 7.54 / 8.96 47.6 / 88.3 85.1 / 1.576
PHMR† [35] 8.59 / 10.94 62.5 / 85.9 86.0 / 1.334
Ours w/o Lmask 5.03 / 6.37 41.0 / 94.9 88.8 / 1.049
Ours w/ Lmask 5.02 / 6.34 40.8 / 87.8 91.4 / 0.616

Table 2. Comparison of the input consistency, sample diversity
and sample plausibility of recent probabilistic 3D human mesh es-
timation methods. By employing our mask loss, we significantly
improve the sample plausibility.

learned 3D mesh distributions have by far the best charac-
teristics w.r.t. accuracy, consistency, diversity and plausibil-
ity. Note that the HuManiFlow numbers for 3DPW in Ta-
ble 2 slightly differ from their reported numbers since they
use wider bounding boxes for 2DKP error computation and
a different 2D pose detector to determine if a joint is visible.

Qualitative results are shown in Fig. 5. Our method gen-
erates diverse and plausible configurations for ambiguous
body parts, with all hypotheses consistent with the image
evidence. A wider variety of results and comparisons with
competitors can be found in the supplementary material.

5.3. Ablation Study

To investigate the influence of our proposed design
choices and loss functions, we start with the baseline
ProHMR† and successively add all components. The distri-
bution accuracy metrics for 100 hypotheses per image eval-
uated on 3DPW are presented in Table 3. We extend the
findings of CLIFF [44] to the probabilistic domain, showing
that bounding box information of the person crop is not only
beneficial for deterministic regression, but also when used
as condition for probabilistic human mesh modeling. Lever-
aging the most likely 2D pose from ViTPose as additional
condition for our NF leads to further improvements after
filtering out incorrect predictions. The non-volume preserv-
ing flow RealNVP is able to better model the distributions
than the simpler volume-preserving flow NICE [9] used by
ProHMR. We find that NICE especially struggles with pre-
dicting sharp distributions for unambiguous joints, while
estimating diverse hypotheses for invisible body parts. By
directly supervising (LMMD) the learned distributions with
distributions encoded in heatmaps of ViTPose, the model
learns to generate more meaningful diversity. Finally, while
the proposed mask loss Lmask has little influence on the 3D
pose and mesh metrics, it leads to a significant decrease in
the number of incorrect hypotheses and thus to higher plau-
sibility of the estimated distributions. This is qualitatively
shown in Fig. 6 and quantitatively evaluated in Table 2.

3DPW (14)

Models MPJPE ↓ PA-MPJPE ↓ PVE ↓
ProHMR† [35] 55.0 34.7 65.7
+ bbox info [44] 52.3 34.5 62.6
+ 2D pose condition 49.5 32.7 58.6
+ RealNVP 48.1 31.8 56.9
+ LMMD 46.5 29.7 54.8
+ Lmask (Ours full) 46.2 29.8 54.4

Table 3. Ablation study analyzing our proposed design choices
and loss functions. Components are added successively, and the
minimum errors out of 100 hypotheses are reported.

Figure 6. By using our mask loss Lmask, significantly fewer incor-
rect hypotheses are generated while meaningful diversity is main-
tained. The 2D projections of 100 hypotheses for the left wrist are
shown, together with the ground-truth position (⋆).

6. Conclusion
We present a probabilistic approach to the highly ill-

posed problem of monocular 3D human mesh reconstruc-
tion. Our normalizing flow-based method utilizes joint oc-
currence probabilities encoded in heatmaps of a 2D pose
detector as supervision target for the learned distributions.
This is accomplished by minimizing the Maximum Mean
Discrepancy between samples drawn from the heatmaps
and hypotheses generated by our model, and leads to more
meaningfully diverse distributions. Additionally, we reveal
that current methods suffer from generating incorrect solu-
tions for invisible joints and propose a simple loss based
on segmentation masks that improves plausibility of the hy-
potheses. Given a monocular image, our method produces
plausible 3D human mesh hypotheses that are consistent
with the image evidence while maintaining high diversity
for ambiguous body parts. Future work could extend our
approach to the temporal domain to reconstruct temporally
consistent motions for sequences with strong occlusions.

Acknowledgements. This work was supported by the Fed-
eral Ministry of Education and Research (BMBF), Germany, un-
der the AI service center KISSKI (grant no. 01IS22093C), the
Deutsche Forschungsgemeinschaft (DFG) under Germany’s Ex-
cellence Strategy within the Cluster of Excellence PhoenixD (EXC
2122), the Wallenberg Artificial Intelligence, Autonomous Sys-
tems and Software Program (WASP), funded by Knut and Alice
Wallenberg Foundation, and the European Union within the Hori-
zon Europe research and innovation programme under grant agree-
ment no. 101136006 – XTREME.

5859



References
[1] Mykhaylo Andriluka, Leonid Pishchulin, Peter Gehler, and

Bernt Schiele. 2d human pose estimation: New benchmark
and state of the art analysis. In CVPR, 2014. 2

[2] Lynton Ardizzone, Jakob Kruse, Sebastian J. Wirkert, Daniel
Rahner, Eric W. Pellegrini, Ralf S. Klessen, Lena Maier-
Hein, Carsten Rother, and Ullrich Köthe. Analyzing inverse
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Moreno-Noguer. Single image 3d human pose estimation
from noisy observations. In CVPR, 2012. 3

[59] Cristian Sminchisescu and Bill Triggs. Covariance scaled
sampling for monocular 3d body tracking. In CVPR, 2001.
3

[60] Cristian Sminchisescu and Bill Triggs. Hyperdynamics im-
portance sampling. In ECCV, 2002. 3

[61] Cristian Sminchisescu and Bill Triggs. Kinematic jump pro-
cesses for monocular 3d human tracking. In CVPR, 2003.
3

[62] Yu-Pei Song, Xiao Wu, Zhaoquan Yuan, Jian-Jun Qiao, and
Qiang Peng. Posturehmr: Posture transformation for 3d hu-
man mesh recovery. In CVPR, 2024. 3

[63] Ke Sun, Bin Xiao, Dong Liu, and Jingdong Wang. Deep
high-resolution representation learning for human pose esti-
mation. In CVPR, 2019. 2, 3, 4, 6

[64] Ilya Tolstikhin, Olivier Bousquet, Sylvain Gelly, and Bern-
hard Schölkopf. Wasserstein auto-encoders. In ICLR, 2018.
5

[65] Timo von Marcard, Roberto Henschel, Michael J. Black,
Bodo Rosenhahn, and Gerard Pons-Moll. Recovering ac-
curate 3D human pose in the wild using IMUs and a moving
camera. In ECCV, 2018. 2, 6, 7

[66] Yufu Wang and Kostas Daniilidis. Refit: Recurrent fitting
network for 3d human recovery. In ICCV, 2023. 3

[67] Tom Wehrbein, Bodo Rosenhahn, Iain Matthews, and
Carsten Stoll. Personalized 3d human pose and shape re-
finement. In ICCV Workshops, 2023. 3

[68] Tom Wehrbein, Marco Rudolph, Bodo Rosenhahn, and Bas-
tian Wandt. Probabilistic monocular 3d human pose estima-
tion with normalizing flows. In ICCV, 2021. 1, 2, 3

5861



[69] Christina Winkler, Daniel Worrall, Emiel Hoogeboom, and
Max Welling. Learning likelihoods with conditional normal-
izing flows. arXiv preprint arXiv:1912.00042, 2019. 3

[70] Jiahong Wu, He Zheng, Bo Zhao, Yixin Li, Baoming Yan,
Rui Liang, Wenjia Wang, Shipei Zhou, Guosen Lin, Yanwei
Fu, Yizhou Wang, and Yonggang Wang. Large-scale datasets
for going deeper in image understanding. In 2019 IEEE
International Conference on Multimedia and Expo (ICME),
2019. 2

[71] Yuan Xu, Xiaoxuan Ma, Jiajun Su, Wentao Zhu, Yu Qiao,
and Yizhou Wang. Scorehypo: Probabilistic human mesh
estimation with hypothesis scoring. In CVPR, 2024. 1, 3, 7

[72] Yufei Xu, Jing Zhang, Qiming Zhang, and Dacheng Tao.
ViTPose: Simple vision transformer baselines for human
pose estimation. In NeurIPS, 2022. 2, 3, 4, 5

[73] Hongwen Zhang, Yating Tian, Xinchi Zhou, Wanli Ouyang,
Yebin Liu, Limin Wang, and Zhenan Sun. Pymaf: 3d human
pose and shape regression with pyramidal mesh alignment
feedback loop. In ICCV, 2021. 3

[74] Siwei Zhang, Qianli Ma, Yan Zhang, Sadegh Aliakbarian,
Darren Cosker, and Siyu Tang. Probabilistic human mesh
recovery in 3d scenes from egocentric views. In ICCV, 2023.
3, 5

[75] Yi Zhou, Connelly Barnes, Jingwan Lu, Jimei Yang, and Hao
Li. On the continuity of rotation representations in neural
networks. In CVPR, 2019. 5

5862


