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Abstract
Visual anagrams are images that change appearance

upon transformation, like flipping or rotation. With the ad-
vent of diffusion models, generating such optical illusions
can be achieved by averaging noise across multiple views
during the reverse denoising process. However, we observe
two critical failure modes in this approach: (i) concept
segregation, where concepts in different views are indepen-
dently generated, which can not be considered a true ana-
gram, and (ii) concept domination, where certain concepts
overpower others. In this work, we cast the visual anagram
generation problem in a multi-task learning setting, where
different viewpoint prompts are analogous to different tasks,
and derive denoising trajectories that align well across
tasks simultaneously. At the core of our designed frame-
work are two newly introduced techniques, where (i) an
anti-segregation optimization strategy that promotes over-
lap in cross-attention maps between different concepts, and
(ii) a noise vector balancing method that adaptively adjusts
the influence of different tasks. Additionally, we observe
that directly averaging noise predictions yields suboptimal
performance because statistical properties may not be pre-
served, prompting us to derive a noise variance rectification
method. Extensive qualitative and quantitative experiments
demonstrate our method’s superior ability to generate vi-
sual anagrams spanning diverse concepts.

1. Introduction
Visual anagrams are images whose appearances change

when subjected to transformations such as rotation or flip-

ping [5, 19]. For instance, as illustrated in Fig. 1, an im-

age may resemble a garden gnome when viewed head-on

but transform into a hot air balloon when observed upside-

down. The study of visual anagrams involves understanding

how geometric transformations manipulate and redefine vi-

sual perception, making this field promising for applications

in art, design, and cognitive science [4, 15, 40].

1*Equal Contribution. †Corresponding Author.
2Code: https://github.com/Pixtella/Anagram-MTL

a garden gnome a hot air balloonme a h

Figure 1. Visual Anagrams. We show an example of visual ana-

grams, which can be perceived as a garden gnome or a hot air

balloon depending on the orientation of the image.

a rabbit a violin

(a) a street art of ...

a cat a ship

(b) a painting of ...

Figure 2. Failure Cases. We show two common failure cases

of [19]: concept segregation (left) and domination (right).

Diffusion. With the advent of diffusion models [14, 26,

50, 52, 60], generating such visual anagrams has become

significantly easier by simply averaging noise predictions

across different views of various prompts. In the reverse

denoising process of diffusion models, the image layout is

formed during the early denoising timestamps while the col-

ors and details are generated in later timestamps. This al-

lows us to establish a layout of noised images that matches

the different prompts before adding details. This aligns with

the ideas that generative models and human perception may

process optical illusions similarly [20, 28, 38].

Problems. Despite the simplicity of this method, our

careful investigation has identified two critical issues. First,

there is the problem of concept segregation, where differ-

ent concepts are synthesized independently (as illustrated in

Fig. 2a, where the rabbit and the violin appear as separate

objects within a single image), which does not constitute a

true visual anagram. Secondly, there is the issue of con-

cept domination, where some concepts overpower others in

the generated images (as shown in Fig. 2b, where the cat is
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clearly visible but the ship is not as distinct).

Solutions. To address these two issues, we draw inspi-

ration from multi-task learning, aiming to derive denois-

ing trajectories that enhance commonalities across multiple

generation tasks while adaptively alleviating their conflicts.

At the core of our solution lie two new techniques: (I) Anti-
Segregation Optimization: By treating the attention map

of spatial queries against the subjects of different prompts

as encoding weights for different tasks in the intermediate

images being denoised, we effectively prevent the segrega-

tion of concepts by promoting the intersection of these at-

tention score maps across different views. (II) Noise Vec-
tor Balancing: Noise predicted from different views can

be seen as optimizing directions (or gradients) for differ-

ent tasks in the denoising trajectory. We adaptively balance

the noise vectors across tasks by reweighting them using a

task completion measure. Additionally, we recognize the

importance of preserving variance in the diffusion denois-

ing process. To this end, we modulate the combined noise

predictions with estimated noise correlation information to

maintain key statistical properties.

In summary, our contributions are as follows:

• Integration with Multi-Task Learning: We link the

visual anagram generation problem to multi-concept

generation and propose the use of multi-task learning

techniques to address it effectively.

• Solution to Concept Segregation and Domination:

We identify critical issues, such as concept segregation

and domination in generated images, and propose two

effective methods to resolve them.

• Comprehensive Evaluation: We present extensive

quantitative and qualitative results to demonstrate the

efficacy and flexibility of our proposed method com-

pared to previous satet-of-the-art [19].

2. Related Work
Computational Optical Illusions. Optical illusions

and computational arts hold great potential for advanc-

ing our understanding of human and machine perception

[20,25,28,34,35,38,57]. A long line of research has focused

on generating such illusions by leveraging specific charac-

teristics of human vision. For instance, creating the illusion

of continuous uni-direction motion can be achieved by lo-

cally applying a filter with a continuously shifting phase,

based on the observation that local phase shifts are inter-

preted as global movement [16]. Hybrid images, which

change appearance depending on viewing distance, can be

generated by exploiting the multiscale nature of human per-

ception, blending high frequencies from one image with low

frequencies from another [41]. Camouflage images, which

contain hidden figures that remain imperceptible or unno-

ticed at first glance, can be created by removing the origi-

nal subtle texture details of the hidden figures and replac-

ing them with those of the surrounding prominent image,

as human perception operates on a two-phase basis: fea-

ture search and conjunction search [13, 24, 42] Perceptual

puzzles involving color constancy, size constancy, and face

perception can be generated by finding adversarial exam-

ples for principled models of human perception, where vi-

sion is explicitly modeled as Bayesian inference [6]. While

this line of research shows great promise, the dependence

on explicitly identifying characteristics within human vi-

sion models can be cumbersome. And this challenge can

be alleviated by leveraging the data priors learned by diffu-

sion models [18, 26].

Diffusion-based Visual Anagram generation. Diffu-

sion models [8,14,17,21,26,31,44,45,47,50–52] are a pow-

erful class of generative models that gradually transform a

noise-distributed sample into one from a target data distri-

bution by following a reverse denoising trajectory. In this

process, the models estimate and remove noise over time,

conditioned on both a noisy image and a specific timestep.

This is further enhanced by incorporating an embedding of

a text prompt, facilitating text-conditioned image synthe-

sis [1, 45]. To generate visual anagrams using diffusion

models, Burgert et al. [5] proposed to use Score Distillation

Loss [43], but this method is computationally expensive and

degrades image quality. Tancik [54] demonstrated that vi-

sual anagrams can be generated using Stable Diffusion [45]

by alternately denoising latents with different prompts un-

der different views. Geng et al. [19] propose to average

the noise predictions from different prompts, using a pixel-

based diffusion model, and achieve better results in terms

of image quality and computational efficiency. Our work

builds on the latter approach, which we will refer to as the

baseline.

In this paper, we identify two critical issues with this ap-

proach: concept segregation and concept domination. We

attribute these problems to the failure to explicitly account

for the multiple concepts being generated. While com-

positional multi-concept generation has long been studied

[2, 3, 7, 33], it typically involves creating separate subjects

that dominate different regions of an image. In contrast,

visual anagram generation aims to generate a single object

that can be perceived as multiple concepts from different

viewpoints. This fundamental difference underscores the

unique challenges in generating effective visual anagrams.

To address these issues, we draw an analogy between vi-

sual anagram generation and multi-task learning. This anal-

ogy enables us to derive denoising trajectories that leverage

commonalities between concepts while balancing their dif-

ferences.

Multi-task learning. Multi-task learning seeks to en-

hance the performance and generalization capabilities of

models on individual tasks by leveraging shared represen-

tations to exploit commonalities and balance differences
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Figure 3. Method overview. During each denoising step, the intermediate image xt first passes through the diffusion model together with

the corresponding text prompt under each view, and also through a noise-aware CLIP model which measures the degree of task completion

for each view. (1) Noise Vector Balancing: Predicted noise vectors are reweighted based on the degree of task completion before being

combined, see Sec. 3.3. (2) Noise Variance Rectification: Combined noise vectors are rectified by applying a scale factor calculated

based on estimated correlation coefficients, which is detailed in Sec. 3.4. (3) Anti-Segregation Optimization: The denoised image x′
t−1

is modulated to encourage intersection of attention maps of different views with an inference-time loss term before being passed to the next

denoising step, refer to Sec. 3.2.

across tasks [9, 10, 53, 62, 63]. The primary challenge in

this domain is to strike the balance between different tasks,

and various techniques have been developed, including loss

weighting [22, 29, 58], gradient normalization [11], gradi-

ent dropout [12], gradient surgery [59], Nash Bargaining

solutions [37], Pareto-optimal solutions [32, 36, 48], gradi-

ent alignment [49], and curriculum learning [23,27]. In our

work, we apply multi-task learning principles to the prob-

lem of visual anagram generation. We treat image gener-

ation under different views as separate tasks and develop

novel techniques to address task segregation and overpow-

ering issues to yield a denoising trajectory that adaptively

balances the differences.

3. Method
Our goal is to generate visual anagrams using off-the-

shelf text-to-image diffusion models. Formally, given a set

of text prompts {y1, y2, . . . , yN} and corresponding views

{v1, v2, . . . , vN}, we aim to generate an image x0 that

matches each prompt yi under view vi. This has been shown

to be possible by averaging the noise predictions from dif-

ferent prompts [19], which represents previous state-of-

the-art, but the resulting images often suffer from concept

segregation and concept domination issues as discussed in

Fig. 2. Fig. 3 illustrates the overall pipeline of our proposed

method. In this section, we first introduce the preliminar-

ies in Sec. 3.1, followed by a detailed explanation of our

techniques in the following sections.

3.1. Preliminaries
Text-to-Image Diffusion Models. Diffusion models it-

eratively denoise a sample xT initialized from Gaussian

noise N (0, I), to generate a noise-free sample x0 from a

learned target distribution. Here, T represents the total

number of denoising steps. For text-to-image generation,

the model is conditioned on text prompts y, and can be for-

mulated as εθ(xt, t, y), where xt denotes the intermediate

image at time step t. The model predicts the noise εt at each

step, which is then used to compute the next image xt−1. In

practice, the model could be implemented using the UNet

architecture [46], with text prompts effectively integrated

via cross-attention mechanisms [45].

Text-Image Cross-Attention. A common method for

integrating text prompts into diffusion models is through

cross-attention layers within the UNet architecture [45].

In this setup, the projected downsampled image input xd
t

serves as the query, while the projected text embedding

ye ∈ R
N×D (where N is the token number and D is the em-

bedding dimension) acts as the key and value. The output

of the cross-attention layer is computed using multi-head at-

tention [55], where attention maps At ∈ R
r×r×N are gen-

erated to model the interaction between text prompts and

corresponding image regions. Our method in Sec. 3.2 oper-

ates on the averaged attention maps from all cross-attention

layers at a resolution of 32× 32.

3.2. Anti-Segregation Optimization

In multi-task learning (MTL), a single model is trained

to solve multiple tasks simultaneously, where shared rep-

resentations are learned to exploit commonalities between

tasks [61]. Similarly, in visual anagram generation, con-

cepts from different prompts are expected to share a single

image.

However, the lack of explicit control over region shar-

ing in the image can lead to concept segregation, as dis-

cussed in Sec. 1. In such cases, concepts from different

prompts may appear as distinct, separate objects (as shown
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Figure 4. More qualitative results of our proposed method compared to the baseline method [19]

in Fig. 2a), which is considered a failure in anagram genera-

tion. We conjecture that this is caused by the attention maps

of different views being too disjointed. Therefore, we de-

sign an inference-time loss term to encourage the intersec-

tion of the attention maps of concepts from different views.

Specifically, we assume that there is only one concept ci in

each view i, which is the main object in the corresponding

prompt (e.g., the words in red in Figs. 3 and 4), and the loss

term is defined as:

LAnti-Seg =
1

N(N − 1)

∑
1≤i<j≤N

∣∣∣∣∣φ−
∑

p min(Aci
t,p, A

cj
t,p)∑

p (A
ci
t,p +A

cj
t,p)

∣∣∣∣∣, (1)

where p iterates over all pixels in the attention maps, Aci
t,p

denotes the summed attention score of all tokens derived

from concept ci at pixel p at time step t, and N is the num-

ber of views. φ is a hyperparameter that controls the target

overlap ratio between attention maps, and will be discussed

in Sec. 5.2. At each denoising step, after the denoised image

is computed, this loss term is used to modulate it through

single-step gradient descent with one step of look-ahead:

xt−1 = x′
t−1 − α∇x′

t−1
LAnti-Seg (2)

where α controls the step size. The updated image will be

passed to the next denoising step.

3.3. Noise Vector Balancing

A common challenge in multi-task learning is the im-

balance of gradients across tasks, where certain tasks may

dominate the learning process [59]. To address this, Grad-

Norm [11] propose to measure each task’s training progress

using the ratio of loss decrease, and assigns higher weights

to gradients from tasks that have shown less progress.

Building on this idea, we propose reweighting the esti-

mated noise vectors at each time step based on task com-

pletion scores. Specifically, text prompts and their viewed

corresponding noisy images are respectively fed into a CLIP

text encoder and a noise-aware CLIP image encoder, which

has been pre-trained on both clean and noisy images. The

cosine similarity between the text and image embeddings

serves as the task completion score, which is then used to

reweight the noise vectors before combining them. The

reweighting and combining process can be formally ex-

pressed as:

CSi
t = cos 〈ET(yi), EI(vi(xt))〉 (3)

α̂i
t = (CSi

t)
−2+ t

T (4)

αi
t =

α̂i
t∑N

j=1
ˆ
αj
t

(5)

ε̃t =

N∑
i=1

αi
tv

−1
i (εit) (6)
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Figure 5. Qualitative results of Anti-Segregation Optimization and

visualization of attention maps.

Baseline Baseline + Noise Variance Rectification

a frog
a ship

View: Flip

Figure 6. Qualitative results of Noise Variance Rectification.

where ET and EI represent the CLIP text encoder and the

noise-aware CLIP image encoder respectively, i indexes the

views, vi denotes the view transformation function, yi is

the text prompt for view i, εit denotes the noise prediction

for view i at time step t, and T is the total number of de-

noising steps. The reweighted noise vector ε̃t is then used

to compute the next image.

Intuitively, in Eq. (3), a higher cosine similarity indicates

better alignment between the text prompt and the image

under a given view, suggesting that the generation task is

closer to completion. Therefore, the negative exponent in

Eq. (4) assigns lower weights to the noise vectors for that

view, preventing it from dominating the denoising process.

Additionally, the linear term in the exponent is designed to

gradually increase the importance of the task completion

score as the denoising process progresses, which is based on

the observation that CLIP’s task completion score becomes

more reliable as the image becomes cleaner. Eq. (5) nor-

malizes the reweighted coefficients and Eq. (6) combines

the reweighted noise vectors together.

3.4. Noise Variance Rectification

As stated in [26], one of the most important assumptions

of denoising diffusion models is that the estimated noise

vectors follow a Gaussian distribution with zero mean and

unit variance, which is crucial for the model to reverse the

diffusion process. Existing work [56] has identified that

the introduction of classifier-free guidance incurs a statis-

tics shift, which might hinder the denoising process, and

proposed normalized classifier-free guidance to rectify this

issue.

In the context of diffusion-based visual anagram genera-

tion, although the estimated noise vectors for each view are

expected to possess standard Gaussian properties because
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s

Baseline Baseline + Noise Vector Balancing

Figure 7. Qualitative results of Noise Vector Balancing and visu-

alization of the task completion curve.

the model that generates them is trained under this assump-

tion, the combined noise vector may not, which could be

detrimental to the denoising process. Therefore, we pro-

pose to rectify the combined noise vector to preserve the

desired statistical properties. Below we provide a detailed

derivation of the rectification process. For convenience, we

abuse the notation and denote v−1
i (εit) as εit in this subsec-

tion. Basic assumptions include:

∀i, εit ∼ N (0, I) (7)

Therefore, for every element p in the combined noise

vector given by Eq. (6), we have:

E[ ˜εt,p] = E

[
N∑
i=1

αi
tε

i
t,p

]
=

N∑
i=1

αi
tE[ε

i
t,p] = 0 (8)

This suggests that every element in the combined noise

vector still has an expectation of zero. However, the vari-

ance is not guaranteed to be one. To address this issue, we

propose to rectify the combined noise vector by applying

a scale factor c to make the variance unit. Essentially, we

hope to find a scale factor c that satisfies:

D[c · ˜εt,p] = c2D[ ˜εt,p] = c2D

[
N∑
i=1

αi
tε

i
t,p

]

=c2

⎡
⎣ N∑

i=1

(αi
t)

2
D[εit,p] +

∑
1≤i<j≤N

2αi
tα

j
tCov(εit,p, ε

j
t,p)

⎤
⎦ = 1

(9)

since we have D[εit,p] = 1, the scale factor c can be com-

puted as:

c =
1√∑N

i=1 (α
i
t)

2 +
∑

1≤i<j≤N 2αi
tα

j
tCov(εit,p, ε

j
t,p)

(10)
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where the covariance term satisfies:

Cov(εit,p, ε
j
t,p) = E[εit,pε

j
t,p]− E[εit,p]E[ε

j
t,p] = E[εit,pε

j
t,p] (11)

since both εit,p and εjt,p follow standard Gaussian, the co-

variance term equals their correlation coefficient. We as-

sume that within the same denoising step, the correlation

coefficients between different views’ noise vectors are the

same across all elements. Let C×H×W be the total num-

ber of elements in each noise vector, which is usually large,

so according to the law of large numbers, we can approxi-

mate the covariance term as:

ρi,j = Cov(εit,p, ε
j
t,p) = E[εit,pε

j
t,p] ≈

∑
p ε

i
t,pε

j
t,p

C ×H ×W
(12)

Now we can compute the desired scale factor c by plug-

ging in the estimated covariance term. The rectified noise

vector is just the combined noise vector multiplied by this

scale factor.

4. Experiments

4.1. Implementation Details

We utilize DeepFloyd [1] as our backbone diffusion

model, a cutting-edge open-source text-to-image diffusion

model. It operates in the pixel space instead of latent space,

which is crucial for producing high-quality visual anagrams

as [18] mentioned. Our evaluations focus on images gen-

erated at the second stage of DeepFloyd, with a resolution

of 256 × 256. For task completion measurement, we em-

ploy the ViT-B CLIP mode released by [39], which is pre-

trained on both noisy and clean images. Our proposed Anti-

Segregation Optimization is applied specifically to the ini-

tial stage of DeepFloyd, which is responsible for generating

64 × 64 images from pure noise and determining the gen-

eral layout of the image, where concept segregation issues

often arise. Noise vector balancing and variance rectifica-

tion are implemented in both image generation and super-

resolution stages. It is important to note that training or

fine-tuning of the models is not required, and indeed, a sin-

gle RTX 3090 suffices to run our proposed pipeline.

4.2. Dataset and Metrics

For quantitative evaluation and ablation study, we com-

pile a 2-view dataset with text prompt pairs using 10 classes

of objects from the CIFAR-10 dataset [30], that generally

follows the setup in [18]. We further extend the dataset to

3-view to evaluate the scalability of our proposed method.

For each pair (or triplet) of text prompts, we generate 10

images with different seeds and report the average results.

We follow [18] and compute a score matrix S ∈ RN×N

for each generated image, where N is the number of views,

Dataset Method Amin ↑ C ↑ Aavg ↑
Tancik [54] 0.1997 0.5568 0.2295

CIFAR10 Burgert et al. [5] 0.2547 0.6867 0.2676

2-views Visual Anagrams [19] 0.2583 0.6744 0.2717

Ours 0.2711 0.6913 0.2816

Tancik [54] 0.1914 0.4043 0.2207

CIFAR10 Burgert et al. [5] N/A N/A N/A

3-view Visual Anagrams [19] 0.2363 0.4892 0.2642

Ours 0.2507 0.4955 0.2759

Table 1. Quantitative Results. We report the results of our pro-

posed method against baseline [19], together with other existing

methods on the 2-view dataset and the 3-view dataset. Burgert et
al. [5] only supports 2 views.

Method ASO NVB NVR Amin ↑ C ↑ Aavg ↑
Baseline × × × 0.2583 0.6744 0.2717

� × × 0.2594 0.6821 0.2716

× � × 0.2632 0.6864 0.2734

× × � 0.2642 0.6739 0.2784

× � � 0.2697 0.6834 0.2807

� × � 0.2662 0.6816 0.2795

� � × 0.2628 0.6913 0.2734

Full � � � 0.2711 0.6913 0.2816

Table 2. Ablation Study. We ablate our proposed Anti-

Segregation Optimization (ASO), Noise Vector Balancing (NVB),

and Noise Variance Rectification (NVR) techniques.

and Si,j is the cosine similarity between the CLIP text em-

bedding of the i-th text prompt and the CLIP image em-

bedding of the j-th view of the generated image. We then

compute three metrics to evaluate the quality of the gener-

ated visual anagrams:

1. Worst Alignment Score (Amin): The minimum value

in the diagonal of the score matrix S, which measures

the worst alignment between the text prompts and the

generated image across all views.

2. Concealment Score (C): C = 1
N tr(softmax(Sτ )),

where tr(·) denotes the trace of a matrix, τ is the tem-

perature parameter of CLIP, and softmax is computed

against both rows and columns of S. This metric mea-

sures how well the generated image conceals concepts

in other text prompts under the current view.

3. Average Alignment Score (Aavg): The average value

in the diagonal of the score matrix S, which measures

the overall alignment across all views.

Actually, Amin and C are proposed by [19], we further

introduce Aavg to demonstrate that our method not only bal-

ances the trade-off between different views but also boosts

the overall text-image alignment. Note that we use a vanilla

CLIP model that is only pre-trained on clean images to com-

pute the metrics, which is different from the one used in

our proposed method and is more suitable for evaluating

the generated images, and also prevents our method from

directly optimizing the metrics.
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(a) Vanilla CLIP (b) Noise-aware CLIP

Figure 8. Task completion scores comparison. We compare the

task completion scores measured by noise-aware and vanilla CLIP

models during the denoising process using the baseline method.

NVB with NVB with ASO Amin ↑ C ↑ Aavg ↑
Noise-aware CLIP Vanilla CLIP & NVR

× � × 0.2609 0.6868 0.2726

� × × 0.2632 0.6864 0.2734

× � � 0.2690 0.6838 0.2808

� × � 0.2711 0.6913 0.2816

Table 3. Ablation Study. We compare the performance of our pro-

posed method using different CLIP models to measure task com-

pletion.

4.3. Results

Quantitative Results. We first report quantitative re-

sults of our proposed method against the baseline method,

together with other existing methods on the 2-view dataset

and the 3-view dataset in Tab. 1. For the 2-view dataset,

identity and vertical flip are used as the two views, as they

are supported by all methods. For the 3-view dataset, we

add clockwise rotation as the third view. A total of 450 im-

ages are generated by each method for the 2-view dataset,

and 1200 images for the 3-view dataset. We compare our

method with the baseline method that straightforwardly av-

erages the noise predictions from different text prompts,

and the results demonstrate that our method outperforms the

baseline method across all metrics on both datasets.

Qualitative Results. We also show qualitative results

of our proposed methods to demonstrate their effectiveness.

Fig. 5 shows an example when we use “a painting of a deer”

and “a painting of a frog” as the text prompts to generate

visual anagrams under the identity view and the vertical

flip view. In the image generated by the baseline method,

we could only see a small deer head in the identity view,

where attention activates, and the rest of the image does not

make sense for the deer prompt. In contrast, after applying

our proposed Anti-Segregation Optimization, the denoising

process learns to find commonalities between the two gener-

ation tasks and generates antlers in the identity view that can

also be interpreted as frog legs in the flipped view, generates

a deer head that can also be interpreted as the frog’s body,
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Figure 9. Effect of target overlap ratio in Anti-Segregation Opti-

mization.

(a) Cosine Similarity (b) Correlation Coefficient

Figure 10. Correlation between noise vectors. We record the

cosine similarity and estimated correlation coefficient between the

predicted noise vectors of different views at each denoising step.

and now the upper-right background region in the flipped

view naturally interprets as the part of the deer’s body in

the identity view.

In Fig. 7, we provide an example to compare the gener-

ation process and results before and after applying our pro-

posed Noise Vector Balancing technique. We use “an oil

painting of” as the style prefix and “a teddy”, “a bird”, “a

rabbit”, and “a giraffe” as the text prompts to generate 4-

view visual anagrams. As can be seen, in the image gener-

ated by the baseline method, the teddy bear is hardly recog-

nizable in the identity view because the generation process

is dominated by other tasks. After applying our proposed

method, the teddy bear is more recognizable, and the task

completion score curve also shows that the gap between the

teddy and the other tasks is reduced, which demonstrates

that our method effectively balances multiple generation

tasks. Fig. 6 illustrates the necessity to preserve the vari-

ance of noise vectors during the denoising process. After

applying Noise Variance Rectification, artifacts and distor-

tions are reduced, and the overall quality of the generated

image is improved. Fig. 4 shows more qualitative results,

where our method generates more visually appealing im-

ages with fewer artifacts, and better align with text prompts,

compared to the baseline method.
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4.4. Ablation Study

We ablate our proposed Anti-Segregation Optimization

and Noise Vector Balancing techniques, together with the

Noise Variance Rectification in Tab. 2. The results show

that each component contributes to the overall performance

of our method, and the combination of all components

achieves the best results. Specifically, the Anti-Segregation

Optimization effectively prevents concept segregation and

primarily contributes to the improvement of C, the Noise

Vector Balancing technique balances the trade-off between

different views and thus improves Amin and C, and the Noise

Variance Rectification corrects the denoising process and

boosts overall text-image alignment.

5. Additional Results and Discussion
5.1. Comparison with Vanilla CLIP Models

Existing works on leveraging auxiliary models for text-

to-image generation, such as classifier guidance and CLIP

guidance, have been shown to work better when the auxil-

iary models are pre-trained on noisy images, otherwise the

intermediate images are out-of-distribution for the auxiliary

models. Therefore, in our proposed method, we use a noise-

aware CLIP model to measure the degree of task completion

in the noise vector balancing process. Here we provide fur-

ther analysis on this design choice.

Fig. 8 depicts a typical example of task completion

scores measured by noise-aware and vanilla CLIP mod-

els during the denoising process when we use the baseline

method to generate a 4-view visual anagram. We can ob-

serve that curves of task completion scores measured by the

noise-aware CLIP model are smoother and less noisy com-

pared to those measured by a vanilla CLIP model, which

indicates that the noise-aware CLIP model provides more

stable and more reliable task completion scores. Addition-

ally, the noise-aware CLIP model starts to provide useful in-

formation earlier than the vanilla CLIP model, which helps

the noise vector balancing process to take early actions to

prevent concept domination. Furthermore, we also compare

the performance of our proposed method using noise-aware

and vanilla CLIP models in Tab. 3, and the results show that

our method using noise-aware CLIP model generally out-

performs the one using vanilla CLIP model, which further

validates our design choice.

5.2. Effect of Target Overlap Ratio in Anti-
Segregation Optimization

In Eq. (1), we introduce a hyperparameter φ, which de-

scribes the desired overlap ratio between attention maps of

different views and takes values in the range [0, 0.5]. Gener-

ally, a larger φ encourages more overlap between attention

maps, while a smaller φ encourages them to be more segre-

gated, and φ = 0.5 favors complete overlap. We investigate

the effect of φ on the performance of our proposed Anti-

Segregation Optimization (ASO) with other techniques dis-

abled on the 2-view dataset and the results are shown in

Fig. 9. We can observe that our method achieves the best

performance around φ = 0.45.

5.3. Correlation between Noise Vectors

While it is true that statistical property of the noise vec-

tors is crucial for the denoising diffusion models to reverse

the diffusion process, one may question why simply aver-

aging the noise predictions from different text prompts still

has a chance to generate sensible images, because averag-

ing N independent standard Gaussian noise vectors should

result in a noise vector with zero mean and variance of 1/N ,

and such significant variance shift seems to be fatal.

Therefore, we investigate the correlation between the

noise vectors at each denoising step by recording co-

sine similarities and estimated correlation coefficients using

Eq. (12) between them. Fig. 10 shows a typical example of

the denoising process, when we use the baseline method to

generate a 2-view visual anagram, and we can observe that

the correlation coefficient and cosine similarity are close to

one. Therefore, in Eq. (10), where αi
t =

1
N for the baseline

method, the scale factor c is close to one, which explains

why the baseline method is still possible to generate images

that do not drift too far from the data distribution. Any-

how, our proposed method is beneficial for better generat-

ing visual anagrams, as it explicitly corrects the denoising

process.

6. Conclusions and Limitations
In this work, we link visual anagram generation with

multi-task learning and draw inspiration from the latter to

address the challenges of concept separation and concept

domination in the former. We propose an Anti-Segregation

Optimization technique that encourages concepts in differ-

ent views to overlap, and a Noise Vector Balancing tech-

nique that reweights the noise predictions based on task

completion scores to balance the denoising process. We fur-

ther propose to scale the combined noise vector to preserve

the variance of the noise. Our experiments demonstrate that

our proposed method outperforms the baseline method con-

sistently across different metrics and datasets.

Despite the promising results, our work has several lim-

itations. Firstly, we are still unable to leverage power-

ful latent space diffusion models like Stable Diffusion to

generate good visual anagrams because latents and the de-

coded images are not consistent across transformations as

discussed in [19]. Secondly, our method could not extend

anagram generation to non-orthogonal transformations like

non-volume-preserving deformations, which is an interest-

ing direction for future work.
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