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Abstract

Large-scale pre-trained  Vision-Language Models
(VLMs) have exhibited impressive zero-shot performance
and transferability, allowing them to adapt to downstream
tasks in a data-efficient manner. However, when only
a few labeled samples are available, adapting VLMs to
distinguish subtle differences between similar classes
in specific downstream tasks remains challenging. In
this work, we propose a Simple yet effective Negative
Learning approach, SimNL, to more efficiently exploit the
task-specific knowledge from few-shot labeled samples.
Unlike previous methods that focus on identifying a set
of representative positive features defining “what is a
{cLass}”, SimNL discovers a complementary set of
negative features that define “what is not a {CLASS}”,
providing additional insights that supplement the positive
features to enhance task-specific recognition capability.
Further, we identify that current adaptation approaches
are particularly vulnerable to potential noise in the few-
shot sample set. To mitigate this issue, we introduce a
plug-and-play few-shot instance reweighting technique
to suppress noisy outliers and amplify clean samples for
more stable adaptation. Our extensive experimental results
across 15 datasets validate that the proposed SimNL out-
performs existing state-of-the-art methods on both few-shot
learning and domain generalization tasks while achieving
competitive computational efficiency. Code is available at
https://github.com/zhangce01/SimNL.

1. Introduction

Over the past decade, deep learning models have achieved
remarkable progress in various vision tasks [41,42], largely
due to training on extensive supervised datasets [0, 27].
However, in real-world scenarios, acquiring such large-
scale datasets in specific domains (e.g., satellite and aircraft
images) is often impractical due to the time-consuming and
costly nature of the collection and annotation process. As
a result, there is often not enough data in these domains to
capture the variability of the novel classes involved, mak-

ing it challenging to develop robust models from scratch
that can effectively generalize to unseen data [47,58].

Recent advances in Vision-Language Models (VLMs),
such as CLIP [38] and ALIGN [21], provide a promising al-
ternative approach for building robust models in a low-data
regime. Specifically, by utilizing large-scale pre-training
on web-scale datasets, these VLMs have demonstrated re-
markable zero-shot performance and transferability [26, 38,
64, 67], which enables the adaptation of these models to
downstream tasks in a data-efficient manner. Currently, re-
searchers have developed two primary few-shot adaptation
strategies for VLMs: prompt-based learning [45,50,72-74]
and adapter-style fine-tuning [10, 25, 65,70, 71], to enable
effective task-specific knowledge extraction. However, due
to the very limited number of annotated samples available,
these methods still struggle to discern subtle differences be-
tween similar classes in specific downstream tasks.

In this work, inspired by the negative learning litera-
ture [20,49, 66], we propose a simple yet effective negative
learning approach, SimNL, for more effectively adapting
VLMs to downstream tasks. Specifically, while previous
adaptation methods [71, 73, 74] typically focus on identi-
fying a set of representative features that define “what is a
{CLASS}” during few-shot adaptation, we propose to dis-
cover a complementary set of negative features that define
“what is not a {CLASS}” to better exploit the limited task-
specific knowledge from the few-shot samples. As shown in
Figure 1 (Left), this complementary set of negative features
guides our model to pay attention to more diverse attributes
when classifying an image, evaluating both the presence of
class-specific characteristics and the absence of character-
istics not associated with the class. Building on these dis-
covered features, our SimNL framework incorporates two
coordinated classifiers: one performing similarity matching
with the positive features and the other performing dissimi-
larity matching with the negative features. In Figure 1 (Mid-
dle), we illustrate that when the positive classifier strug-
gles with distinguishing between similar classes, employ-
ing the negative one can provide further insights to improve
recognition accuracy. The performance comparisons in Fig-
ure 1 (Right) further highlight that our SimNL method, by
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Figure 1. Negative learning provides complementary information for more accurate recognition. (Left) Grad-CAM [44] visualization
of the similarity heatmaps with the learned positive and negative features of the ground-truth class; (Middle) Similarities (scaled by 100) to
the learned positive and negative features of five similar candidate classes. While the positive branch alone may fail to distinguish among
some closely related classes, incorporating the negative classifier, which eliminates certain incorrect classes, enhances the model’s ability
to accurately identify the true class; (Right) Performance comparisons with other state-of-the-art methods in 16-shot scenarios.

incorporating an additional negative classifier, consistently

achieves superior few-shot adaptation performance across

11 various datasets when compared to existing state-of-the-

art approaches.

Another important challenge often overlooked in exist-
ing adaptation methods is the presence of noise in the few-
shot sample set. Most existing approaches assume that each
few-shot sample is carefully curated to accurately repre-
sent its class, but such assumptions rarely holds in prac-
tice. Given the extremely small size of the few-shot sample
set, the models trained from these samples are particularly
vulnerable to noise. To address this important issue, we ex-
tend SimNL by reweighting each few-shot instance with a
confidence score, which suppresses outliers and amplifies
clean samples to ensure stable adaptation. This plug-and-
play technique can also be applied to other adapter-style
fine-tuning methods, such as Tip-Adapter-F [71], making
them more robust to noisy data.

To empirically validate the effectiveness of our SimNL,
we conduct comprehensive evaluations on few-shot learn-
ing and domain generalization tasks across 15 diverse
recognition datasets. These experimental results demon-
strate the effectiveness of SimNL in adapting VLMs for
downstream tasks and verify its superior robustness to dis-
tribution shifts. We also demonstrate that our proposed in-
stance reweighting significantly enhances the model’s ro-
bustness to label noises in the few-shot sample set. Addi-
tionally, SimNL also exhibits competitive efficiency.

Our primary contributions are summarized as follows:

* We propose a simple yet effective negative learning ap-
proach, i.e., SImNL, to efficiently adapt CLIP to down-
stream tasks. Specifically, SImNL introduces an innova-
tive application of negative learning to adapter-style fine-
tuning for few-shot adaptation of VLMs.

» To mitigate the impact of noisy samples in few-shot adap-

tation, we introduce a plug-and-play few-shot instance
reweighting technique that assigns non-uniform confi-
dence scores to each sample.

» Through extensive experiments, we demonstrate that our
SimNL consistently outperforms other state-of-the-art
methods across 15 diverse recognition datasets.

2. Related Work

Efficient Adaptation for VLMs. In recent years, exten-
sive Vision-Language Models (VLMs) have been devel-
oped to bridge the vision and language modalities through
large-scale pre-training [21,38]. Given the substantial size
of the VLMSs, recent research efforts [10, 69, 71, 74] are
focusing on the development of lightweight fine-tuning
techniques to efficiently adapt VLMs for downstream vi-
sual tasks. These methods can generally be divided into
two categories: prompt-based learning and adapter-style
fine-tuning.  Specifically, prompt-based learning meth-
ods [4, 50, 61,73, 74] aim to optimize the input prompts
from downstream data, while adapter-style fine-tuning ap-
proaches [10,52,65,71,76] directly tune the extracted visual
and textual representations. In this work, we aim to enhance
adapter-style fine-tuning by incorporating negative learn-
ing into vision-language few-shot adaptation. We also em-
pirically validate that leveraging negative cues from CLIP
can effectively improve both few-shot classification perfor-
mance and generalization capability.

Few-Shot Learning. Few-shot learning aims to quickly
adapt a model to new categories using only a few examples.
Traditional few-shot learning methods primarily rely
on meta-learning and can be roughly separated into two
groups: metric-based methods [46,54,68] and optimization-
based methods [12,39,43]. However, these methods depend
on training with base datasets, limiting their applicability in
real-world scenarios. Recent developments in large-scale
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pre-trained VLMs [1, 38] present a promising alternative
due to their exceptional zero-shot capabilities. Researchers
have demonstrated that with efficient adaptation, VLMs
can also excel in few-shot learning tasks [17,71,73,74].

Negative Learning. Given that obtaining typical posi-
tive labels (which indicate the categories an image belongs
to) can be costly and labor-intensive, researchers have pro-
posed an alternative approach known as the indirect neg-
ative learning [20, 66] paradigm. This method focuses on
learning from negative/complementary labels, which spec-
ify the categories to which an image does not belong. In
recent years, negative learning has been effectively ap-
plied to various vision applications, such as image recog-
nition [11,20, 23], few-shot learning [18, 60], and seman-
tic segmentation [37,57]. In this work, empowered by the
strong negative understanding capabilities of the large-scale
pre-trained CLIP model [19, 32, 56], we enable an alterna-
tive approach to negative learning, where we explicitly train
a negative classifier without the need for complementary la-
bels. We provide more discussions on the differences be-
tween our method and traditional negative learning in Sec-
tion B.1. We also note that recent work on TDA [22] shares
a similar approach to ours, as both methods incorporate neg-
ative caches to enhance the generalizability of VLMs. How-
ever, their method focuses on test-time adaptation, where
training data is unavailable, making it unsuitable for direct
application in few-shot adaptation scenarios.

3. Method

In this section, we introduce SimNL, a novel approach to
vision-language few-shot adaptation, as shown in Figure 2.

3.1. Problem Formulation

We consider the problem of C'-way K-shot few-shot clas-
sification problem, in which only K labeled examples are
provided for each of the C classes. Let the feature space
be X and the label space be Y = {1,...,C}, the few-shot
instance x € X and its labels y € ) are sampled from
probability distribution P(x,y). The corresponding one-
hot encoded labels are represented by y € {0, 1}°.

Positive Learning. In this study, we employ a
CLIP-based classifier with parameters 6, denoted as
Fo : X — RY, to project each input into a C-dimensional
score space. The classification probabilities are obtained
using p = Softmax (Fp(z)) € AL, where AC~!
represents the (C' — 1)-dimensional probability simplex.
Our goal is to learn a robust classifier Fy that minimizes
the expected risk; that is,

rr}gin R(Fo) = E,y)~P(a,y) [£ (Fo(x),y)],

where L (Fp(x Zyklogpk, (1)
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Figure 2. An overview of our proposed SimNL. We construct
and learn the positive and negative CLIP-based classifiers across
visual and textual modalities. Given an image to be classified, the
classification logit for a specific class increases when the image
feature f, closely aligns with the corresponding positive features
fi, f and diverges from negative features f;, f, .
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where p, denotes the probability for the k-th class and
L (Fo(x),y) computes the cross-entropy loss. We aim to
maximize the probability p, — 1 for the true label.

Negative Learning. In this work, we apply the con-
cept of negative learning to vision-language few-shot adap-
tation by employing a distinct CLIP-based negative classi-
fier G, : X — R® with parameters ¢. This classifier pre-
dicts the negative probability p = Softmax(G,(x)) that
the image does not belong to specific classes. The expected
classification risk for G, can be written as

m;nR(ggo) = E@y)~P(ay) [£(Gp(x),9)],
C

where £ (G, (), y) = — Y _yglog(l—py).  (2)
k=1

By optimizing this risk, we aim to reduce the negative prob-
ability p, — 0 for the true label.

Finally, we ensemble the optimized classifiers from both
positive and negative learning to create an enhanced clas-
sifier Fo ® G, : X — R for testing. This is equivalent
to combining the positive and negative predicted probabili-
tiesas p = Ap + (1 — A\)(1 — p), where A is a balancing
hyper-parameter.

Differences with Contrastive Learning. Note that
the concept of “negative” differs in our negative learning
approach compared to contrastive learning: (1) In our neg-
ative learning, “negative” specifically refers to a negative
classifier. We explicitly train another negative classifier
G, to ensemble with the positive classifier; (2) In con-
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trastive learning, “negative” refers to the negative sample
pairs that are constructed and utilized during training. In
Appendix B.2, we show that the training objectives for
both the positive and negative CLIP-based classifiers are
contrastive in nature.

3.2. Preliminary: A Revisit of CLIP

In this work, our classifiers are based on CLIP’s pre-trained
visual encoder Fy and textual encoder Fr. Specifically,
CLIP [38] performs zero-shot predictions by assessing the
similarity between the image feature and the text feature
specific to each class ¢ € {1, ..., C'} as follows:

fo=Fv(@),  fi. = Fr(Te),
exp (¢os (fi., fo) /1)
2 exp (cos (fur, fu) /1)

where x is the input image, and 7, represents the text de-
scription for class ¢ (e.g., “A photo of a {CLASS.}”).
The parameter ¢ is the temperature hyperparameter, and
cos (ft, f,) = fJ f: computes the cosine similarity. To
streamline this process, we can precompute a textual cache,
which concatenates the textual features associated with each
class, denoted as Tcacne = [ft, f1o * - fro] T € REX4,
Subsequently, we can obtain the final prediction P(y|x) via
vectorized similarity matching:

S= fUTcachgr € RY, P(y|x) = Softmax (S). (4)

B(y = clz) =

3)

3.3. Learning the Positive Classifier

In this section, we focus on the positive perspective, namely,
constructing and optimizing a learnable CLIP-based pos-
itive classifier. This similarity-based classifier is designed
to identify a set of representative features that enhance the
accuracy of predicting the true class of the input image.
Positive Textual Branch. As shown in Eq. (4),
CLIP can make zero-shot predictions utilizing a tex-
tual cache, which stores the textual features from posi-
tive text descriptions (e.g., “A photo of a {CLASS}”)
To avoid ambiguity, we denote this cache as T, =
[ fh - fE]T € RO%4. With a small set of anno-
tated training images, we can update the textual features
by introducing a group of learnable residual parameters
RT € RE* (o integrate task-specific knowledge:
1'4*

cache

+ Normalize (Tl + RY) .

St = fuTae €RC. 5)
Here, Normalize denotes the L2-normalization applied to
each row of the matrix.

Positive Visual Branch. We further extend the recog-
nition capability of the CLIP model by constructing a vi-
sual cache-based classifier, which operates by measuring
image-image similarities between the input image feature

and few-shot image features. Specifically, we store all C' K
image features in a precomputed visual cache, denoted as
Ve = | A A figf)]T € REE*d. Their one-hot
labels are also correspondingly recorded in L € REK*C,
Given an image feature f, to be classified, we calculate its
image-image affinities and obtain the logits S\J,r :

VY .. < Normalize (Vj;che + ’R{/") 7

Sy =A(fVhae )L €RT, (6)

cache

cache cache
culates the affinity, o represents a balance scalar and 3 de-

notes a modulating parameter. Learnable residue R{/*' €
R4 ig also introduced, which is broadcast to RE% >4 and
added to the visual cache to refine the visual features.

where A (foVizane ) = @exp (=8 (1 = fuViine )) cal-

3.4. Learning the Negative Classifier

Having introduced the positive classifier, we now explore
constructing and learning a negative dissimilarity-based
classifier, which directs CLIP towards more confidently ex-
cluding incorrect classes based on the given input image.
Conceptually, our goal is to mine a general negative feature
for each class ¢, which is absent in samples from class ¢ but
present in samples from all other classes.

Negative Textual Branch. Recall that the positive tex-
tual cache, denoted as T, ., is constructed based on
the positive class descriptor prompt such as “A photo
of a {CLASS}.” Conversely, we introduce a set of nega-
tive prompts (e.g., “A photo of not a {CLASS},”“A
photo without {CLASS}”) that convey opposite se-
mantics meanings. By leveraging the textual features f,
derived from the negative text descriptions linked with these
prompts, we again precompute a weight matrix and con-
struct negative textual cache T, o = [ff fr, ** fio] "
RE*4_ Intuitively, if the feature of an input image f, closely
resembles the negative textual feature for a specific class
¢, it strongly suggests that the image does not belong to
class c, i.e., P(y = clz) o< 1 — f, f;. Through super-
vised task-specific training, we optimize a learnable residue
Rt € RE*4 and obtain the negative predictions based on
dissimilarities 1 — f, T_,pe:

T cacne < Normalize (T, + R7)

St =61 (1- foTaene ) € R, ©)

where 6t is a fixed scaling parameter that adjusts S; to
match the mean value of Sy .

Negative Visual Branch. In the visual domain, we
also similarly pursue some negative image features to
be non-representative of a specific class, which means
that the higher the similarity to them, the lower the
probability that the image is classified to that class, i.e.,
P(y = c|l@) < 1 — f f,.. To achieve this, we randomly
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Figure 3. Visualization of cosine similarities on ImageNet [6]
validation set. We present distributions of pairwise similarities
between the input image feature and both the learned positive and
negative features from textual (Left) and visual (Right) modalities.

select one image from each of the C' — 1 classes and
compute the average of their extracted features to represent
the negative features. In this way, we can get a total of K
negative visual features for each of the C classes, thereby
constructing a negative visual cache V., € REKxd
Symmetric to Eq. (6), we compute the negative affinities to
obtain the classification logits:
V acne < Normalize (V;ache + RQ) ,

cache
- - T
SV = 5V'A (1 - fUVcache ) Le RC' 3)
where dy is another fixed scaling parameter that adjusts S,
to match the mean value of S\J,r . Here, we also introduce
a set of learnable parameters Ry, € R“*? (o refine the
negative visual features.
Final Inference. As discussed in Section 3.1, we ensem-
ble the predictions from both classifiers to derive the final
classification scores and predictions:

Stinal = A (ST +SH) + (1 =X) (ST +8y),
P(y|z) = Softmax (Sknal) - )

Here, A serves as a tuning hyper-parameter to balance the
contribution of positive and negative logits. Throughout
the training process, the collection of learnable parameters
R = {R}L , R\J,r ,RT,Ry } is updated via stochastic gradi-
ent descent with a cross-entropy loss.

Qualitative Visualizations. Figure 3 qualitatively
shows the effectiveness of both the positive and negative
classifiers we designed. Specifically, we visualize the
distributions of pairwise cosine similarities between the
input image feature f, and both the learned positive and
negative features from two modalities (f;", f,, fif, f)
on the validation set of ImageNet [6]. We can observe the
following statistical patterns: (1) As we expected, the input
image feature is more similar with positive features from
the same class (blue > ) and negative features from
other classes (red > ) across both two modalities;
(2) Within the visual modality, the similarity distribution
of negative features occupies an intermediate position
between the positive features of the same and different
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Figure 4. Few-shot instance reweighting. (Left) The perfor-
mance of Tip-Adapter-F [71] degrades drastically when label noise
exists in the few-shot sample set; (Right) t-SNE [53] visualization
of visual features for 4 random classes from the OxfordPets [35]
dataset, where some outliers are marked with red circles.

classes ( < /red < blue). This is because the
negative visual features are constructed by averaging the
image features across all other classes, inherently leading to
a more generic representation that lacks the distinctiveness
characteristic of positive features within a single class;
(3) Within the textual modality, negative features tend to
be less similar to the input image compared to positive
features (red < blue, < ), since the negative
prompts are less common in CLIP [38] training corpus.

3.5. Few-Shot Instance Reweighting

In the few-shot adaptation setting, our classifier is trained
using only a limited number of samples, with each sam-
ple making a significant contribution to the formation of the
final decision boundary. Consequently, our VLMs are par-
ticularly vulnerable to potential noise in the few-shot sam-
ple set. In Figure 4 (Left), we simulate real-world noise
scenarios by randomly flipping the labels of a portion of
support samples. We demonstrate that the performance of
Tip-Adapter-F [71] drastically decreases from 65.52% to
62.47% when the labels of 8 out of the 16 samples per class
are randomly flipped. Moreover, even if the labels are all
correct, we recognize that not every image is of high qual-
ity or equally representative of its respective class, as shown
in Figure 4 (Right). To address this issue, we have devel-
oped a few-shot instance reweighting technique to assign
non-uniform confidence scores to each sample, effectively
downweighting outliers (or mislabelled samples) and prior-
itizing more representative samples.

Specifically, our proposed instance reweighting is based
on an intuitive assumption: the representative image feature
is closer to other image features from the same class than
those low-quality outliers. Based on this assumption, given
the K -shot image features { fqu) }K | from a specific class c,
we calculate the average cosine similarities of each image
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feature to others:

: 1 ) ) 1 ) .
(@ __ = @ £\ _= ()T ()
A= grmg Leos (A0 90) = g 2 AV
J, 3F#L Jy 3#i
(10)
(1)

We then assign non-uniform weights w.’ and compute the

reweighted confidences Kgi) for all K-shot image features
based on their average similarities to others:

exp(d’ /7) 20

Yy exp(d /)"
where T is a temperature hyper-parameter to control the in-
tensity of our instance reweighting.

This process is applied across each class, wherein the
original one-hot labels L, are reweighted using the new
confidence values calculated in Eq. (11) to yield L. By
incorporating this reweighting technique into the visual
branches of both classifiers, we can reformulate Eqs. (6)
and (8) as follows:

wl) = =Kuw, A1)

8y = A(fo Ve ) LT, 85 = 0vA (1= fiVerm )L™
(12)

4. Experiments

In this section, we conduct extensive experiments on two
tasks across 15 datasets. These results demonstrate that our
proposed method is simple yet highly effective, surpassing
other state-of-the-art methods in both few-shot adaptation
and domain generalization capabilities.

4.1. Experimental Settings

Tasks and Datasets. To validate the effectiveness of
SimNL, we evaluate our method on two standard bench-
marking tasks: few-shot learning and domain generaliza-
tion, respectively. For few-shot learning task, we compre-
hensively evaluate our method on 11 well-known image
classification benchmarks: ImageNet [6], Caltech101 [9],
OxfordPets [35], StandfordCars [24], Flowers102 [33],
Food101 [2], FGVCAircraft [30], DTD [5], SUN397 [63],
EuroSAT [14], and UCF101 [48]. For domain general-
ization, we evaluate the generalizability of our SimNL on
4 variants of ImageNet: ImageNet-V2 [40], ImageNet-
Sketch [55], ImageNet-A [16], and ImageNet-R [15].
Moreover, we also explore the adaptation of VLMs using
a noisy few-shot sample set from ImageNet [6], where la-
bels are randomly flipped to simulate real-world scenarios.

Implementation Details. Following previous works,
we adopt ResNet-50 [13] backbone as the visual encoder
of CLIP in our experiments by default. We adopt prompt
ensembling, leveraging textual prompts from CLIP [38] to
enhance model performance. For the negative prompts we
used for each dataset, please kindly refer to Appendix C.2.
We set the hyper-parameters A and 7 as 0.75 and 1,

respectively. Our SimNL is trained using the AdamW [29]
optimizer with a cosine scheduler [28]. The batch size is set
to 256. For R and R\, the learning rate is set to 0.0001,
while for Ry and R/, the learning rate is set to 0.0005.
Our model is trained for 200 epochs on the EuroSAT [14]
dataset, and for 20 epochs on all other datasets. To ensure
the reliability of our results, we perform each experiment
three times using different initialization seeds and report the
mean accuracy achieved. All experiments are conducted on
a single 48GB NVIDIA RTX 6000 Ada GPU.

Baselines. We compare our proposed method with
the following state-of-the-art methods: zero-shot and
linear probe CLIP [38], CoOp [74], CoCoOp [73],
ProGrad [75], CLIP-Adapter [10], Tip-Adapter-F [71],
TPT [45], TaskRes [65], and GraphAdapter [25]. For a fair
comparison, we directly report the results of these baselines
from their respective original papers.

4.2. Results and Analysis

Few-Shot Learning. In Figure 5, we compare the few-shot
learning performance of our proposed method with other
state-of-the-art methods on 11 image classification datasets.
In the top-left sub-figure, we also present the average clas-
sification accuracy across all 11 datasets. The results indi-
cate that our method consistently outperforms other meth-
ods across various few-shot learning settings by substan-
tial margins. Moreover, our proposed method demonstrates
more pronounced performance improvements in special-
ized classification tasks, such as satellite image and texture
classification on the EuroSAT [14] and DTD [5] datasets.
With 16-shot training on these two datasets, our method sur-
passes Tip-Adapter-F [71] by a notable 3.56% and 3.50%,
respectively. For full numerical results, please refer to Ta-
ble Al in Appendix A.1. Overall, the consistently superior
performance on 11 datasets fully demonstrates the general
effectiveness of our proposed approach.

Robustness to Natural Distribution Shifts. In Table 1,
we compare the generalizability of our SimNL with other
methods in the presence of distribution shifts. Specifically,
all the models are trained solely on 16-shot ImageNet [6],
and directly tested on 4 out-of-distribution ImageNet
variant datasets. As shown in Table 1, our method not only
achieves state-of-the-art performance on the source dataset
but also attains an average performance gain of 1.18%
across 4 out-of-distribution (OOD) target datasets. These
experimental results indicate that by enabling adaptation
from both positive and negative perspectives, our method
enhances robustness against distribution shifts.

Robustness to Label Noise. In Table 2, we report the
performance of Tip-Adapter-F [71] and our SimNL on a
noisy 16-shot ImageNet [6], where we randomly flip 10%
to 50% labels. As shown, applying our instance reweight-
ing enhances both Tip-Adapter-F and SimNL’s robustness
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Figure 5. Performance comparisons on few-shot learning on 11 image classification datasets. For each dataset, we report the mean
accuracy and 95% confidence interval over 3 random seeds of our SimNL on 1-/2-/4-/8-/16-shot settings.

Table 1. Performance comparison on robustness to distribu-
tion shifts. All the models are trained on 16-shot ImageNet [6]
and directed tested on the OOD target datasets. The best results
are in bold and the second best are underlined.

Table 2. Comparison of robustness to label noise on noisy
16-shot ImageNet [6]. We apply our instance reweighting
technique to both Tip-Adapter-F [71] and our SimNL, and report
the performance across four levels of noise.

Method Source Target Method 0% 10% 25% 50%
etho

ImageNet -V2  -Sketch -A -R Avg. Tip-Adapter-F [71] 65.52 64.93 64.04 62.47
Zero-Shot CLIP [38] 60.33 5327 3544 21.65 56.00 41.59 + Reweighting 65.64 6525  64.55  63.39
Lincar Probe CLIP [38]  56.13 4561 19.13 1274 34.86 28.09 Performance Gain +0.12 4032 4051  +0.92
CoOp [74] 6295 5540 3467 23.06 56.60 42.43 -
CoCoOp [73] 6271 5572 3448 2332 5774 4282 SimNL (Ours) 6631 65.54  64.77  63.37
ProGrad [75] 62.17 5470 3440 23.05 5677 42.23 + Reweighting 66.52 65.82 65.16 64.02
TPT [45] 60.74 5470 3509 26.67 59.11 43.89 Performance Gain +021 4028 4039  +0.65
TaskRes [65] 6475 5647 3583 22.80 60.70 43.95
GraphAdapter [25] 64.94 5658 3589 23.07 60.86 44.10 .
SimNL (Ours) 6652 5787 3638 2573 6112 4528 we do not need to propagate gradients through the textual

to label noise. Notably, our reweighting technique also im-
proves performance when no label noise is introduced, as it
can identify and downweight outliers during adaptation.
Efficiency Comparison. We also compare the effi-
ciency of SimNL with existing methods in Table 3. Our
method achieves the highest accuracy while also exhibit-
ing advantageous computational efficiency: (1) Compared
to prompt-based learning methods such as CoOp [74] and
ProGrad [75], our proposed method requires approximately
300x less training time and over 1000 x fewer FLOPs since

encoder; (2) Compared to adapter-style fine-tuning meth-
ods, our SimNL requires 10x less training time than CLIP-
Adapter [10], and demands 3x fewer FLOPs than Tip-
Adapter-F [71] and GraphAdapter [25].

4.3. Ablation Studies

Effectiveness of Different Components. In Table 4, we
conduct a systematic analysis of the impacts of various
components within our SimNL framework. More specif-
ically, we assess the performance of four distinct SimNL
variants, each configured to allow two learnable residues
to be updated while keeping the others fixed. We observe
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Figure 6. More ablation results. (Left) Performance comparison of our SimNL with others on few-shot learning using different visual
backbones; (Middle) Sensitivity analysis of A from Eq. (9) on ImageNet [6]; (Right) Sensitivity analysis of 7 from Eq. (11) on 3 datasets.

Table 3. Efficiency comparison with other existing methods on
16-shot ImageNet [6]. We report the training time, number of
epochs, FLOPs, and the number of parameters for each method.

Method Training Epochs GFLOPs Param. Accuracy
CLIP [38] - - - - 60.33
CoOp [74] 14 hr 200 >10 0.01M 62.95
ProGrad [75] 17 hr 200 >10 0.01M 63.45
CLIP-Adapter [10] 50 min 200 0.004 0.52M 63.59
Tip-Adapter-F [71] 5 min 20 0.030 16.38M 65.51
GraphAdapter [25] 5 min 20 0.030 4.15M 65.70
SimNL (Ours) 5 min 20 0.009 4.15M 66.52

Table 4. Ablation studies for different variants of our method.
We evaluate the few-shot adaptation capabilities of four variants
and report their average performance across all 11 datasets.

Method |RF¥ Ry RY Ry |l-shot 2-shot 4-shot 8-shot 16-shot

SimNL-T | v vV X X |67.08 69.70 71.86 74.17 77.08
SimNL-V | X X v / | 6460 66.03 6825 71.84 7441
SimNL-P | v X /X |6672 6930 7149 7398 76.76
SInmNL-N| X v X v/ |6623 68.10 7055 7233 74.17
SimNL v v v vV 6745 7006 7243 7506 77.80

that the textual variant (SimNL-T) and the positive variant
(SimNL-P) generally exhibit superior efficiency compared
to their visual and negative counterparts. The full SimNL
method, which integrates all four branches, surpasses the
individual variants by achieving the highest average accu-
racy of 77.80% in the 16-shot scenario.

Effects of Different Visual Backbones. We also im-
plement our SimNL with various visual encoders, including
ResNet [13] and ViT [8], and evaluate their performance
against other adaptation methods in Figure 6 (Left). We
can see that our SImNL consistently exceeds other methods
across all visual backbones, indicating the general effective-
ness of our negative learning approach.

Sensitivity Analysis of Hyper-Parameters. We pro-
vide sensitivity analysis for the hyper-parameters A and 7
in Figure 6. The hyper-parameter A from Eq. (9) controls
the combination of the positive and negative predictions.
In Figure 6 (Middle), we can observe that setting A = 0.75
consistently yields the optimal performance. Moreover, in

Table 5. Scalability to more shots. We show performance com-
parison with Tip-Adapter(-F) on ImageNet at higher-shot settings.

Method 16-shot  32-shot  64-shot 128-shot
CLIP [38] f0-shot: 60.33

Tip-Adapter [71] 62.03 62.51 62.88 63.15
Tip-Adapter-F [71] 65.47 66.58 67.96 69.74
SimNL (Ours) 66.52 67.68 69.01 70.98

Figure 6 (Right), we adjust the temperature hyper-parameter
7 in Eq. (11) from 0.04 to 25 and report the 16-shot ac-
curacy of our method. We can see that by reweighting the
few-shot samples, we achieve performance improvements
ranging from 0.21% to 0.55% across three datasets.

Scalability to More Shots. In Table 5, we demonstrate
that our SimNL scales effectively to more-shot settings,
consistently outperforming Tip-Adapter-F [71] by 1.05%
to 1.24% as the number of shots increases.

5. Conclusion

In this work, we introduce SimNL, a simple and effective
approach that applies the concept of negative learning
to vision-language few-shot adaptation. Specifically, we
transform the open-vocabulary CLIP model into a negative
classifier, which is further optimized to exclude incorrect
classes based on the image input. During inference, we
conduct simultaneous positive classification and negative
exclusion to enhance the overall prediction accuracy. Fur-
thermore, we develop an unsupervised few-shot instance
reweighting approach to mitigate the adverse effects of
noisy image samples during few-shot adaptation . Compre-
hensive evaluations on 15 diverse datasets demonstrate that
our proposed SimNL outperforms the state-of-the-art meth-
ods in both few-shot learning and domain generalization
tasks, while maintaining competitive efficiency.
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