
Supplementary Materials for GANFusion: Feed-Forward Text-to-3D with
Diffusion in GAN Space

Souhaib Attaiki1, Paul Guerrero2, Duygu Ceylan2, Niloy J. Mitra2,3, Maks Ovsjanikov1

1LIX, École Polytechnique, IPP Paris
2Adobe Research

3University College London (UCL)

https://ganfusion.github.io/

Abstract

In the supplementary document, we provide a detailed
description of the BLIP [3]-based captioning process. Addi-
tionally, we include further qualitative examples and evalu-
ate on additional datasets to illustrate the performance of
our method in comparison to other baselines.

Alongside this document, the project webpage presents
a qualitative comparison encompassing a broader set of
randomly selected results from our method and all baselines.
This webpage also includes videos for several examples.

1. Additional details for BLIP-based captioning

We ask BLIP [3] the following questions:

• What is the gender of this person?

• What is this person wearing in top?

• What is the person wearing on their lower half?

• What color is this person wearing in top?

• What color is the clothing the person is wearing on their
lower half?

• Is the person barefoot?

• What is the person wearing on their feet?

• What is the color of the thing the person is wearing on
their feet?

and define a set of possible answers for each question:

• Gender: ’man’, ’woman’

• Color: ’Red’, ’Blue’, ’Green’, ’Yellow’, ’Purple’,
’Orange’, ’Black’, ’White’, ’Gray’, ’Pink’, ’Brown’,
’Gold’, ’Silver’, ’Beige’, ’Maroon’, ’Teal’, ’Olive’,
’Navy’, ’Coral’, ’Turquoise’, ’Indigo’, ’Khaki’

• Upper body clothing: ’T-shirt’, ’Polo shirt’,
’Dress shirt’, ’Tank top’, ’Crop top’, ’Blouse’,
’Sweater’, ’Hoodie’, ’Jacket’, ’Coat’, ’Blazer’, ’Vest’,
’Sweatshirt’, ’Pullover’, ’Cardigan’, ’Tunic’, ’dress’,
’Jumpsuit’, ’Romper’, ’Suit’, ’Pajamas’, ’Raincoats’,
’Windbreakers’, ’Parkas’, ’Puffer jackets’, ’Trench
coats’, ’Pea coats’, ’Duffle coats’

• Lower body clothing: ’Jean’, ’pant’, ’Sweat-
pant’, ’Legging’, ’Short’, ’Skirt’, ’Capri’, ’Chino’, ’Jog-
ger’

• Footwear: ’Sneakers’, ’Loafers’, ’boots’, ’heels’,
’Flats’, ’Sandals’, ’Flip flops’, ’Espadrilles’, ’Oxfords’,
’Clogs’, ’socks’

We use the answers chosen by BLIP to fill in the following
prompt template:

[Prefix] [Gender] wearing a [Upper Body
Color] [Upper body clothing], [Lower
body color] [Lower body clothing],
[Footwear color] [Footwear].

[Prefix] is randomly chosen from either “a photo of
a” or “a full-body photo of a”, and [Gender] is selected
randomly between the response of BLIP and “person.” At
test time, we randomly drop some of the items in the prompt
template, such as the upper body color and clothing, or the
footwear color and clothing.



original prompt

refined prompt

“a photo of a man wearing
a green pea coats,
orange casual pant”

“a photo of a man wearing
a orange jacket, green
pant, black sneakers”

“a full-body photo of a 
person wearing a blue 
parkas, maroon legging, 
kitten heels”

“a full-body photo of a 
person wearing a red coat, 
blue pant, white sneakers”

“a full-body photo of a man 
wearing a red coat, black 
short, lavender ankle boots”

“a full-body photo of a man 
wearing a white sweater, 
blue jean, red boots”

“a full-body photo of a 
person wearing a maroon 
vest, blue jogger, purple 
block heels”

“a full-body photo of a 
person wearing a white tank 
top, maroon pant, white 
sneakers”

“a full-body photo of a man 
wearing a khaki sweater, 
lavender jean”

“a full-body photo of a man 
wearing a green sweater, 
white pant, white socks”

“a full-body photo of a 
woman wearing a gray 
hoodie, sweatpant, orange 
knee-high boots”

“a full-body photo of a 
woman wearing a gray 
sweatshirt, gray pant, black 
sneakers”

Figure 5. Dataset examples. We show a few images and corresponding prompts from our single-view image dataset. Prompts that were
initially used to generate the images are often not accurate, we refine them with our BLIP-based captioning approach.

“a photo of a man 
wearing a pink 
jacket, white pant, 
red sandals”

“a photo of a 
woman wearing a 
pink jacket, black 
pant, white 
sneakers”

“a full-body photo 
of a woman 
wearing a purple 
jacket, purple 
pant, pink 
sneakers”

“a full-body photo 
of a person 
wearing a green 
sweater, brown 
pant, black 
sneakers”

AG3D AG3DC+text AG3DC+textPrompt GANFusionRenderDiff. AG3DPrompt GANFusionRenderDiff.
“a full-body photo 
of a person 
wearing a yellow 
sweater, black 
pant, black 
sneakers”

“a full-body photo 
of a man wearing 
a red coat, black 
pant, red socks”

Figure 6. Qualitative comparison without upsampling. We provide visual results from our method as well as the baselines. We disable the
2D upsampler for AG3D and our method and provide renderings of the triplane features directly for all methods.

2. Additional Results

In this section, additional qualitative and quantitative re-
sults are provided.

In Figure 4 of the main document, we present qualitative
results obtained by training our model on the FFHQ dataset
[1]. We also evaluate our model quantitatively by measuring
the FID of the generated samples and comparing our results
to those of EG3D [1]. Our model achieves an FID score of
49.4, compared to 26.7 achieved by EG3D. While our FID
score is higher than that of EG3D, we emphasize that our
model is conditioned on text, a capability that EG3D does
not possess. We attribute the increased FID to the automatic
labeling process used in stage 2. Specifically, the VQA
model employed produces a limited set of labels, which
restricts the variety of faces learned by our model compared
to the full FFHQ dataset. This limitation could be addressed
by utilizing a more powerful labeling algorithm.

Beyond learning human faces, we also trained our model
to generate realistic cat faces from the AFHQ dataset [1]
using the EG3D [1] backbone in stage 1, and realistic 3D

human figures from the DeepFashion dataset [4] using the
AG3D [2] backbone in stage 1. Qualitative results for these
experiments are provided in Figure 7 and Figure 8, respec-
tively. These results demonstrate that our model generates
high-quality, realistic images while closely following the
provided prompts. This highlights the adaptability of our
model to multiple domains and its ability to leverage differ-
ent backbones in stage 1.

Figure 5 presents a selection of example images from
the single-view image dataset we created, alongside their
original captions and the refined captions, which were used
to train our network.

Since RenderDiffusion does not employ an image up-
sampler, we also compared the results of the three main
baselines without upsampling, as shown in Figure 6. Al-
though omitting the upsampler reduces image detail in both
AG3D and our method, both still significantly outperform
RenderDiffusion.

Figure 9 showcases a qualitative comparison with all base-
lines, excluding the unsuccessful text-conditioned version of



“a photo of a 
orange cat, 
striped pattern, 
medium fur, 
green oval 
eyes, pointed 
ears”

“a photo of a 
brown cat”

“a photo of a 
white cat, 
striped pattern, 
medium fur”

“a photo of a 
black cat, 
striped 
pattern, 
medium fur, 
yellow oval 
eyes”

Figure 7. Qualitative results on the AFHQ dataset [1]. We replace AG3D [2] with EG3D [1] as the generator in our first stage to effectively
enable text-conditioning on real-world cat data.

a full-body photo of a 
woman wearing a 
orange tank top, black 
jean, white sneakers

a full-body photo 
of a woman 
wearing a blue 
sweater, white 
jean, white socks

a full-body photo of 
a person wearing a 
pink tank top, blue 
skirt, white sneakers

a full-body photo of a 
man wearing a white 
sweater, white jean, 
white socks

Figure 8. Qualitative results on the DeepFashion dataset [4]. We use AG3D [2] as the generator in our first stage to effectively enable
text-conditioning on realistic 3D human figures.

AG3D, which is presented in Figure 10. Due to training insta-
bility, experiments involving text-conditioning consistently
led to mode collapse or other forms of training instabilities.
The figure illustrates a case of severe mode collapse.

In Figure 11 (top row and bottom left), we showcase
images produced by our method using identical prompts
but different seeds, demonstrating the generation of diverse
samples for the same prompt.

Furthermore, our primary objective is to demonstrate

the feasibility of our approach using varied prompts that
differ in properties such as colors and clothing items, rather
than presenting a production-ready model. Generalizing
to arbitrary prompts would require large-scale training on
datasets like LAION [5], which is outside the scope of this
study. Nonetheless, our model exhibits some generalization
to out-of-distribution (OOD) prompts, facilitated by the pre-
trained CLIP encoder. For instance, in Figure 11 (bottom
right), our model correctly handles new colors like lavender,



“a full-body 
photo of a 
woman 
wearing a 
green 
sweater, blue 
pant, brown 
boots”

“a photo of a 
person 
wearing a 
green jacket, 
green pant, 
yellow 
sandals”

“a full-body 
photo of a 
woman 
wearing a 
blue jacket, 
yellow pant, 
white 
sneakers”

AG3D AG3DC+text AG3DC+textPrompt GANFusionRenderDiff. AG3DPrompt GANFusionRenderDiff.

“a photo of a 
person 
wearing a 
gray sweater, 
red pant, 
black socks”

“a full-body 
photo of a 
person 
wearing a 
gray tank top, 
white short, 
black 
sneakers”

“a photo of a 
person 
wearing a 
blue sweater, 
pink short”

Figure 9. Qualitative comparison. We provide visual results from our method as well as the baselines.
AG3D + textPrompt

“a photo of a 
person wearing a 
red sweater, blue 
jean, pink socks”

AG3D + textPrompt

“a full-body 
photo of a 
person wearing a 
blue jacket, gray 
pant, black 
boots”

AG3D + textPrompt

“a photo of a 
person wearing a 
gray sweater, red 
pant, black 
socks”

AG3D + textPrompt

“a full-body 
photo of a 
person wearing a 
gray tank top, 
white short, 
black sneakers”

Figure 10. Text-conditional AG3D. We attempt to add text conditioning to AG3D [2] by providing text embeddings as additional input both
to the generator and the discriminator. However, we find that the training is not stable and does not converge.

which are absent from the training dataset, and supports
some degree of grammatical rearrangement in sentences.
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photo of a 
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blue 
sweater, 
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green pant, 
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person”
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