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1. Style Transfer computation

In this section we formalize the relation between style
transfer computed via Transformers cross-attention and our
Mamba-ST. In particular, we take inspiration from [1]
and [2], where a formalization of the relationship between
Mamba and self-attention was first proposed. We start by
noting that self-attention can be written as matrix transfor-
mation:

Y = MX (1)

where M = softmax(QKT ) and X = V . Considering
Mamba discretized equations:

hk = Āhk−1 + B̄xk

yk = Chk +Dxk

(2)

following [1], we can represent Eq. (2) as:

yt = Ct

t∑
j=1

( t∏
k=j+1

Āk

)
B̄jxj (3)

To simplify the calculus, we remove Dxk since it can be
seen as a skip connection multiplied by a scale factor D.
We can also define the matrices derivation as:

Ci = LinC(xi)

∆k = softplus
(
Lin∆(xk)

)
Āk = exp

(
∆kA

)
B̄j = ∆kLinB(xj)

(4)

Then, we define yi =
∑i

j=1 yi,j , which maps the contribu-
tion of each input xj on the output yi. In particular, yi,j is

as follow:

yi,j =LinC(xi)︸ ︷︷ ︸
C

( i∏
k=j+1

exp (

∆k︷ ︸︸ ︷
softplus(Lin∆(xk))A)︸ ︷︷ ︸

Ak

)
·

∆k︷ ︸︸ ︷
softplus(Lin∆(xj)) LinB(xj)︸ ︷︷ ︸

Bj

xj

(5)

By simply applying exponential property we can rewrite it
as:

yi,j =LinC(xi)︸ ︷︷ ︸
C

(
exp

( i∑
k=j+1

∆k︷ ︸︸ ︷
softplus(Lin∆(xk))A

)
︸ ︷︷ ︸

Ak

)
·

∆k︷ ︸︸ ︷
softplus(Lin∆(xj)) LinB(xj)︸ ︷︷ ︸

Bj

xj

(6)

Furthermore, the two Softplus functions can be approx-
imated summing only over positive values and using a
ReLU:

yi,j ≈LinC(xi)︸ ︷︷ ︸
C

(
exp

i∑
k=j+1

Lin∆(xk)>0

∆k︷ ︸︸ ︷
Lin∆(xk)A

︸ ︷︷ ︸
Ak

)

∆k︷ ︸︸ ︷
ReLU(Lin∆(xj)) LinB(xj)︸ ︷︷ ︸

Bj

xj

(7)



Algorithm 1 Base VSSM

Require: Patch sequences p
Ensure: Encoded patch pe

1: x← Lin(p)
2: z ← Lin(p)
3: x← DWConv(x)
4: x← SiLU(x)
5: for d in {scan-directions} do
6: B ← LinB(x)
7: C ← LinC(x)
8: ∆← Lin∆(x)
9: Ā← ∆⊗ parameterA

10: B̄ ← ∆⊗B
11: yd ← SelectiveScan(Ā, B̄, C)(x)
12: end for
13: for d in {scan-directions} do y ← y + yd
14: end for
15: y ← LayerNorm(y)
16: y ← y ∗ SiLU(z)
17: y ← Lin(y)

Algorithm 2 ST-VSSM

Require: Content c, Shuffled Style s
Ensure: Stylized patches y

1: x, s← Lin(c), Lin(s)
2: z ← Lin(c)
3: x, s← DWConv(x), DWConv(s)
4: x, s← SiLU(x), SiLU(s)
5: for d in {scan-directions} do
6: B ← LinB(s)
7: C ← LinC(x)
8: ∆← Lin∆(s)
9: Ā← ∆⊗ parameterA

10: B̄ ← ∆⊗B
11: yd ← SelectiveScan(Ā, B̄, C)(s)
12: end for
13: for d in {scan-directions} do y ← y + yd
14: end for
15: y ← LayerNorm(y)
16: y ← y ∗ SiLU(z)
17: y ← Lin(y)

Comparison between the base VSSM block (on the left) and our ST-VSSM (on the right) that enables style injection.

Finally, considering the following values:

Qi = LinC(xi))

Kj = ReLU(Lin∆(xj)LinB(xj))

Hi,j = exp

i∑
k=j+1

Lin∆(xk)>0

(
Lin∆(xk)

)
A
)

X = xj

(8)

We obtain that:

Y = QiHi,jKj ·X (9)

which is a matrix transformation like 1. That demonstrates
that we can simulate attention inside SSM, by assuming that
B,C and ∆ play the role of Key, Query and Value from
transformers attention, respectively. Additionally, the ma-
trix A is the matrix that modulates the values of the previous
patches, because is the one that is multiplied with the states
i− j inside the state space equations 2.

Finally, in order to compute style transfer in a similar
way of StyTr2 [3], but exploiting Mamba equations, we
make the matrix B,∆, and consequentially A, dependent
from the style s, and the matrix C dependent from the con-
tent image x, employing a linear projection:

B = LinB(s),∆ = Lin∆(s), C = LinC(x) (10)

Additionally, we make the inner state, hence, the matrix
Hi,j style-dependent. By doing so, the output can be seen

as a modulation of the inner state by the matrix C, which is
content dependent.

2. VSSM code comparison

In this section we present the two versions of our ST-
VSSM algorithm. On the left (alg. 1) is shown the Base
VSSM algorithm used inside the two encoders in order to
extract features from the images. As it can be seen, all the
matrices depend only on the single input x and are obtained
with linear projections, as stated in [4]. On the right (alg. 2)
the proposed ST-VSSM is shown, which is used to fuse the
style and the content information in a single output. The
first difference is that ST-VSSM takes as input both style
and content information. It is worth noting that the depth-
wise convolution shares the same weights for both the in-
puts. The core of ST-VSSM algorithm relies on how the
matrices A,B,C and ∆ are computed: as it can be seen,
the matrices B and ∆ (and consequentially the matrix A)
are derived from the style source, while the matrix C is de-
rived from the content source. Moreover, the input of the
selective scan is the style source and not the content. As
stated, this is justified by the fact that we want to make the
state dependent only from the style source, while modulat-
ing it with the content information in order to compute the
output.



Figure 1. Additional comparisons with the current state-of-the-art models.

3. Results

In Fig. 1 we present additional results of our model com-
pared with several state of the art architectures.
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