Supplementary Material for
Lifting by Gaussians: A Simple, Fast and Flexible Method for 3D Instance
Segmentation

A. Appendix

In this appendix, we provide further experimental re-
sults, including additional 3D segmentation comparisons in
Section[B] a qualitative comparison with SAGA [[1]] on ren-
dering of 2D masks at novel views through different scales
in Section and qualitative results on the 3D-OVS [5]
dataset in Section We further show that our method
can be used to 3D segment 2DGS fields without modifica-
tion in Section D] Finally, we show some intuition into our
improvements of the Mini-Splatting importance sampling
in Section[Fand conclude by showing an application of our
method to lift 2D feature maps, such as DINO, into 3D in
Section

B. Additional 3D results

We show additional results of extracted 3D objects from
our LBG method in Figure Contrastive methods like
SAGA require a 3D feature clustering step to extract ob-
jects, which is prone to floaters and noise. Gaussian Group-
ing also requires a 3D clustering step which produces noisy
3D objects. Our 3D objects are more coherent and have
cleaner boundaries than other methods due to our simple
lifting and mask merging strategy.



Figure 1. Additional 3D segmentation results on LERF dataset.



C. Additional 2D results
C.1. LERF

We show mask novel view synthesis results on the three
LEREF scenes in Figure[2] Specifically, we compare SAGA
and LBG. For SAGA, we show images rendered at three
levels: 0.1 (left), 0.5 (middle), and 1.0 (right). For our
method, we show object level (left), part level (middle), and
subpart level (right).

Figure 2. Additional results on novel view synthesis for 2D
instance masks. For SAGA, we show images rendered at three
levels: 0.1 (left), 0.5 (middle), and 1.0 (right). For our method,
we show object level (left), part level (middle), and subpart level
(right).

Even though our method is not optimized on the task of
novel view synthesis for 2D masks, it performs well, es-
pecially on the object level. We can see that SAGA often
breaks up objects into parts, even on the top level (camera in
figurines, bear in teatime). This is largely due to SAGA us-
ing metric diagonal measurements to determine scale with-
out associating these scales back to object/part/subpart de-
compositions. We argue that instead of using such arbitrary
scales it is much more intuitive to break a scene into it’s

logical parts, starting from complete objects.
C.2.3DOVS

We compare our method for segmentation against prior
methods, such as LSEG [3|] and OVSeg [4]]. The num-
bers for these methods are taken from [7]]. We found that
LangSplat evaluations, as described in the paper, led to sub-
optimal performance due to limited contrast in the learned
feature representation. To improve performance, we modi-
fied the protocol described in the paper and used a per-scene
threshold.

Figure 3. Qualitative comparison on the 3DOVS dataset. Black
regions are unassigned. In the bed scene, Gaussian Grouping
merges hand and banana objects together, resulting in segmenta-
tion failure. Similarly, LangSplat fails to segment the white sheet
due to low contrast in the feature space. Our method shows cleaner
boundaries compared to both baselines.

On the 3DOVS dataset (Fig. , our method demon-
strates superior performance across the board against most
methods and is comparable to SAGA. Notably, LangSplat
overlooks the background in the bed scene and exhibits gaps
in the lawn scene, attributed to inconsistencies in thresholds
and noise within the subpart level of the language embed-
dings. While Gaussian Grouping yields results similar to
our method, it often produces less defined boundaries due
to tendencies towards over-segmentation. Regions in black
are segmentations that were not detected during the evalua-
tion.

D. Applying our method on 2DGS

As our method, LBG can consume any Gaussian
Splatting-based reconstruction, we apply our method on a
scene reconstructed using 2DGS [2] without any modifica-
tion. As a consequence of using [2], we can produce meshes
of the individual segmented objects. Results are shown in

Figure
E. Additional Ablations

We present additional ablation results using our method
with Fast-SAM instead of the standard Segment Anything



Figure 4. LBG Segmentation on 2DGS. 2DGS with colored
Gaussians according to instance IDs (left) and individually ex-
tracted meshes (right).

Model for mask extraction. While the Fast-SAM model
provides results in near real-time, which is desirable for
most applications in robotics and AR, Figure [5] shows that
the results are much worse. We can see that the seg-
mentation lifted with Fast-SAM masks struggles to keep
clean object boundaries. Furthermore, even with our post-
processing step that merges adjoining clusters, we can see
that the Fast-SAM model still contains many objects that
cannot be merged using a purely geometric approach.

Figure 5. Additional ablation results. We show performance of
our method using the standard SAM model (left) and Fast-SAM
(right).

F. Improvements to Mini-Splatting

We adopted a technique similar to Mini-splatting to re-
move floaters from Gaussian Splatting reconstructions. 3D
Gaussians are removed based on a probability dictated by
an importance score. Initially, we found that using opac-
ity contribution as the basis for this score was insufficient,
as it assigned small values to floaters. Many floaters, we
discovered, resulted from over-fitting to a single view (see
Figure [6). To address this, we augmented the probability
score by considering the number of views a 3D Gaussian
maximally contributes to, through a log multiplier on the
number of views. This modification, combined with the
pruning and resampling strategy from Mini-splatting, effec-
tively reduces floaters, particularly those caused by single-
view over-fitting.

Figure 6. Visualization of the number of views which see each
Gaussian. Notice how many structured floaters are only seen by
a single view, showcasing visual artifacts from single-view over-
fitting.

G. DINO Feature lifting

Our approach to lift 2D masks to 3D Gaussian Splatting
fields can also lift any 2D foundation model features onto
3D Gaussians using the same strategy. Consequently, we
lift DINOV2 [6] features onto a 3DGS field using our LBG
approach. We visualize the first 24 PCA components of the
features in Figure

Figure 7. Lifting DINOv2 features onto Gaussians. Using our
Lifting-by-Gaussians approach, we lift DINOv2 features and vi-
sualize the first 24 PCA components.
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