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1. Experimental Details
1.1. ImageNet Experiments

We launch our experiments by following the MAE (4)
settings. The major implementation difference is the model
implementation and positional encoding. We apply a 12-
layer ViT (3) as a backbone. On top of the ViT, LoMaR
adds an MLP layer for the linear projection. We also employ
the relative positional encoding (9) in our LoMaR to model
the relative positional relation among the patches within the
sampled local window.

Pretraining. We apply the batch size 4096 by default
during the pretraining. We do not perform any data augmen-
tation strategies. The base learning rate is 1.5e-4. We use
AdamW (8) to optimize the model parameters with a weight
decay of 0.05. The cosine decay (7) is applied to schedule
the learning rate changes. We only apply the RandomRe-
sizedCrop augmentation strategy. The warm-up epoch is 40
for pretraining 1,600 epochs, 20 for pretraining 800 epochs,
and 10 for pretraining 400 epochs.

Finetuning. We use the pre-trained visual encoder and
add another classification head during the finetuning stage.
The base learning rate is 1e-3. We apply the adamW (8) op-
timizer and cosine decay (7) learning rate scheduler in our
implementation. We finetune the models for 100 epochs,
the same as MAE. The batch size is 1024. The warm-up
epoch is 5. The mixup (10) rate is 0.8. We also aggre-
gate the features from all the image patches to generate the
whole image representation through average pooling.

1.2. COCO Object Detection Experiments

We follow ViTDet (5) and ViTAE (11) experimental set-
tings and replace the original MAE model with our pre-
trained LoMaR. We also integrate our relative positional
encoding into their model. For the image resolution of
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Figure 1. LoMaR performance over different number of views

224×224, we apply our pre-trained LoMaR (4 sampled
windows per image + 1,600 pretraining epochs). For the
image resolution of 384×384, we apply our pre-trained Lo-
MaR (9 sampled windows per image + 1,600 pretraining
epochs). The image patch size is 16×16. We train 25
epochs with a batch size of 64. The input image size is
1024×1024.

2. More experimental results
2.1. Ablations on Different Number of Views.

To explore the effect of different numbers of views on
the LoMaR pretraining, we additionally sample 1, 2, and
6 views per image. We follow our previous experimental
setting to pretrain the model for 400 epochs and finetune
the model on the ImageNet-1K dataset. The results can be
found in Fig 1.
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Method Absolute Position Relative Position

MAE 82.5 83.1
LoMaR 83.1 83.5

Table 1. The results of adding relative positional encoding under
local masked reconstruction

RPE vs. APE. Relative positional encoding (RPE) has been
widely used in previous works, including BEiT (1). In our
LoMaR, RPE can enable our local masked reconstruction
with the translation-invariant property, meaning that fea-
tures of the same object under different regions would not
be influenced by the different absolute positional encoding.
This is especially more important for our local masked re-
construction compared to the global one. We also employ
the RPE (9) in LoMaR. We observe that it can bring 0.4 top-
1 accuracy gain from 83.1 to 83.5. Therefore, we set RPE
as our default setting for LoMaR.

3. More reconstruction results
We sample more images from ImageNet (2) and MS

COCO (6) and perform our local masked reconstruction.
The visualization results are shown in the Fig. 2 and 3.
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Figure 2. More reconstruction examples of our pretrained model on ImageNet validation images. The masking ratio is 80%. For each
image reconstruction figure, we split them into 4 parts: 1) the left-most is the original image. 2) the second-left is the sampled window
(7×7 patches). 3) The second-right is the masked image. 4) The right-most is our reconstructed image



Figure 3. More reconstruction examples of our pretrained model on COCO validation images. The masking ratio is 80%. For each image
reconstruction figure, we split them into 4 parts: 1) the left-most is the original image. 2) the second-left is the sampled window (7×7
patches). 3) The second-right is the masked image. 4) The right-most is our reconstructed image
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